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Abstract

This study examines how maturity mismatches in banks’ balance sheets shape
the transmission of monetary policy to credit supply. Linking supervisory data
on approximately 1,800 euro area banks to loan-level credit records, we show that
the role of maturity mismatches is highly ‘shock-specific’, settling a long-standing
debate in the literature. Mismatches amplify the effects of unconventional but
not conventional monetary policies. Banks with larger maturity gaps reduce
lending more sharply following monetary policy surprises regarding quantitative
tightening (QT) because valuation losses on long-term assets negatively affect
their net worth, causing tighter leverage constraints. A New Keynesian DSGE
model with endogenous maturity choices explains this asymmetry: banks with
high maturity mismatches are more exposed to long-duration losses that com-
press net worth and amplify real effects. In contrast, standard policy rate shocks,
which mainly affect short-term rates, generate little heterogeneity in lending re-
sponses.
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1 Introduction

In recent years, unconventional monetary policies have shifted from being exceptional
interventions to fundamental elements of central banks’ toolkits. Following an unprece-
dented expansion of Quantitative Easing (QE) in response to the COVID-19 pandemic
in 2020, which pushed central bank balance sheets to historic highs, major economies
have pivoted to a phase of Quantitative Tightening (QT) or Quantitative Normalisation
(QN)!. This historic shift calls for a more thorough investigation of the transmission
mechanisms of unconventional monetary policies, especially compared to conventional
monetary policies (i.e., changes in central banks’ policy rates).

This study focuses on the bank lending channel and investigates how maturity
mismatches in banks’ balance sheets shape the transmission of conventional and un-
conventional monetary policies to the credit supply. The core function of banks is
maturity transformation: funding long-term assets (e.g., mortgages) with short(er)-
term liabilities (e.g., deposits). This fundamentally implies the existence of a maturity
mismatch in banks’ balance sheets. We show that this mismatch is a key determinant of
how monetary policy (especially unconventional) affects bank lending and, ultimately,
the real economic activity.

We assembled a new unbalanced panel of approximately 1,800 supervised euro area
banks using quarterly Supervisory Reporting data. The dataset combines detailed fi-
nancial statements (FINREP), regulatory ratios (COREP), and a maturity breakdown
of inflows and outflows from the COREP “Maturity Ladder”. This allows us to con-
struct a bank-specific granular measure of the maturity gap. We merge these data
with monthly loan-level information from the euro area credit registry (AnaCredit),
linking each bank’s financial data to information on its credit supply to firms. To iden-
tify exogenous monetary policy movements, we rely on high-frequency monetary policy
shocks that capture both conventional and unconventional monetary policy surprises
from Altavilla et al. (2019). The final dataset covers a six and a half year time span,
from October 2018 to March 2025, at a monthly frequency.

Our empirical strategy applies local projections to estimate the cumulative effects
of these shocks on bank lending. We interact the banks” maturity gap with each shock

in our specification, while controlling for a comprehensive set of bank characteristics

L As referred to by the Member of the Executive Board of the ECB Isabel Schnabel in her speech
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(size, capital, liquidity, profitability, leverage, funding structure, and asset quality) and
fixed effects (bank and country—sector-time fixed effects).

The results reveal a clear asymmetry: maturity mismatches amplify the transmis-
sion of unconventional monetary policy but not that of conventional monetary policy,
demonstrating their highly ‘shock-specific’ role. Following unexpected changes in pol-
icy rates, banks with high and low maturity gaps adjust their lending similarly. In
contrast, when policy shocks affect long-term rates, as in QT episodes, banks with
greater maturity mismatches reduce the credit supply more sharply. Quantitatively,
we estimate that banks in the upper quartile of the maturity gap distribution decrease
lending by an average of 0.30 percentage points more per basis point of tightening (in
cumulative terms) than those in the lower quartile. This stronger contraction reflects
valuation losses on long-duration assets, tightening of leverage constraints, and reduced
net worth, which jointly compress the credit supply among banks with higher maturity
mismatches.

To better understand the implications of these empirical findings, we extend the
New Keynesian DSGE model from Gertler and Karadi (2011) and Gertler and Karadi
(2013) by including financial intermediaries that endogenously choose their maturity
structures. We simulate the economy under two distinct regimes: one populated by
banks with high maturity gaps and the other by banks with low maturity gaps. The
model is able to reproduce the empirical asymmetry between conventional and un-
conventional policy shocks. In the high maturity gap regime, a QT shock reduces
reserves and tightens the leverage constraint, crowding out private lending and gener-
ating deeper and more persistent declines in loans, investment, and output. Welfare
losses are also larger, reflecting the greater vulnerability of banks that rely on long-
term assets, funded by short-term liabilities. By contrast, under a policy rate shock,
cross-regime differences are small and short-lived. As prices adjust, funding conditions
and lending dynamics converge, consistent with the limited heterogeneity observed in
the data.

We further examine non-monetary shocks—specifically technology and liquidity
shocks— and find that the maturity mismatch structure creates ‘systemic fragility.’
An economy with high maturity gap banks not only amplifies negative shocks but
also dampens positive shocks. For instance, in response to a financial liquidity shock, a

high-maturity-gap economy is much more vulnerable than a low-maturity-gap economy.



Conversely, in response to a positive technology shock, a high-maturity-gap banking
system acts as a bottleneck, unable to aggressively expand credit, thus dampening the
potential economic boom.

Together, these findings demonstrate that the maturity structure of banks’ balance
sheets is an important state variable that shapes the transmission of both monetary
and non-monetary shocks. From a monetary policy perspective, maturity mismatch
acts as a powerful amplifier of balance sheet-based (unconventional) policies, where
transmission operates through liquidity and valuation channels but is largely neutral
under a rate-based (conventional) policy. Beyond monetary policy, our results show
that this structure is critical for macroeconomic stability: a high-maturity-gap bank-
ing system significantly amplifies negative financial liquidity shocks while constraining
credit expansion during positive technology shocks.

By connecting detailed supervisory data with a structural model of banking be-
havior, this study highlights the central role of maturity transformation in monetary
transmission and overall financial and economic stability. Thus, monitoring and man-
aging maturity mismatches is essential not only for prudential oversight but also for
understanding how different policy tools and macroeconomic disturbances propagate
through the banking system and the broader economy. The remainder of this paper is
organized as follows. Section 2 reviews the related literature and positions this study
within the context. Section 3 describes our dataset, detailing the supervisory and loan-
level data used to construct the bank-specific maturity gap measure. It also outlines
the empirical strategy, which is based on local projections and our identification of
monetary policy shocks. Finally, it presents the main empirical results, documenting
the differential impact of conventional and unconventional monetary policies. Section
4 develops a New Keynesian DSGE model with an endogenous maturity choice. Sec-
tion 5 discusses the model’s simulation results and explores the effects of non-monetary

shocks. Section 6 concludes.

2 Literature Review

The recent conduct of monetary policy, which has seen significant deviations from
traditional policy rules Nakamura et al. (2025), has renewed interest in the specific

transmission channels of both conventional and unconventional monetary policy tools.



This context heightens the need to understand the structural features of the banking
system that shape policy impact.

Banks’ core function in maturity transformation — funding long-term assets with
short-term, callable liabilities — is fundamentally linked to the transmission of monetary
policy. The foundational theoretical work of Diamond and Dybvig (1983) established
the dual nature of this activity: it is the mechanism by which banks provide liquidity,
but simultaneously exposes them to fragility and runs. This inherent balance sheet
structure creates a direct link to monetary policy through the interest rate risk channel
(Van den Heuvel, 2002). This channel shows that when policy rates rise, banks with
a large portfolio of fixed-rate long-term assets funded by short-term deposits suffer
from net worth erosion (through lower net-interest margins) as funding costs rise faster
than asset yields. In turn, this capital hit can force a contraction in lending, thereby
amplifying the intended policy tightening.

However, this theoretical link has been met with nuanced and seemingly contra-
dictory empirical literature on whether maturity mismatches ultimately amplify or
attenuate monetary policy. A large and growing body of work provides clear evidence
of amplification, stemming from both sides of the balance sheet. On the asset side,
Purnanandam (2007) showed that US banks with large, unhedged maturity gaps “cut
their lending more” after rate hikes. This amplification mechanism is strongly sup-
ported by recent analyses of the 2022-2023 global tightening cycle. Using granular
data, Coulier et al. (2024) find that euro area banks with a larger duration gap sig-
nificantly “contract their lending relatively more when interest rates increase”. This
effect is economically meaningful and mitigated for banks that actively use interest rate
derivatives to hedge their exposure. Separately, on the liability side, (Drechsler et al.,
2017) shows that banks with market power in deposit markets also amplify tightening
by widening deposit spreads, leading to deposit outflows and a contraction in lending.

In contrast, other studies find evidence of attenuation. Flannery and James (1984)
provided early evidence that bank stock prices react to interest rate changes in a manner
consistent with their maturity gaps. More recently, English et al. (2018) found that
banks with larger maturity gaps actually see profits rising from a steepening yield
curve. Similarly, Gomez et al. (2021), using a US bank panel, found that banks with a
positive “income gap” (assets repricing faster than liabilities) actually reduced lending

less following a Fed tightening, suggesting that their balance sheet structure acted as a



buffer.? This debate extends to unconventional policy; for example, during the negative
interest rate policy (NIRP) era, high-deposit banks were unable to pass on negative
rates, which squeezed their profits and perversely caused them to reduce lending (Heider
et al., 2019).

Building on this foundation, our study resolves the apparent contradictions in the
literature by making two contributions. First, we introduce a novel bank-level maturity
gap indicator from the COREP Maturity Ladder to measure maturity transformation
more precisely, using a wider sample of banks. Second, we demonstrate that the role
of this gap in transmission is highly shock-specific, which explains the contradictory
findings in the literature. We show that the transmission of conventional policy shocks,
which mainly affect short-term rates, is rather homogeneous. using high—frequency
shocks from the EA-MPD (Altavilla et al., 2019), we find that lending responses are
statistically similar across all maturity gap bins. In contrast, we find that unconven-
tional (QE/QT) shocks, which raise long-term rates, generate substantial and persistent
heterogeneity, with high-maturity-gap banks cutting credit supply significantly more
than low-maturity-gap banks. Our analysis relies on a novel dataset matching euro
area supervisory data (FINREP/COREP) to loan-level AnaCredit from 2018 to 2025,
a period uniquely spanning the entire path from negative rates to QT. This empirical
design allows us to separate level (short—end) from term—premium (long—end) news
and map them into a heterogeneous bank supply.

The related literature finds that bank equity prices react asymmetrically to interest
rate shocks, consistent with our shock—specific view. English et al. (2018) show bank
equities fall with higher expected short-rate paths and steeper curves, with the bal-
ance sheet structure explaining the cross—section. Paul (2022) finds that bank equity
reacts more negatively than nonfinancials to short-term rate hikes but more positively
to term premia increases, especially for banks with larger maturity gaps. We show that
these market—price asymmetries have real consequences for the credit—quantity mar-
gin. Exploiting loan—level supply measures, we demonstrate that they translate into
materially different lending paths under long—end versus short—end policy surprises.

Theoretically, recent literature has begun to connect these different findings by

2It is important to note that the ”income gap” (a short-horizon repricing gap) used in Gomez et al.
(2021) is conceptually distinct from the bank’s overall duration gap. Their signs need not coincide;
for example, a bank can display a positive one-year repricing gap while still holding a sizeable positive
duration gap. Therefore, this finding does not inherently contradict the amplification channel discussed
elsewhere.



examining how banks actively manage maturity mismatches. While canonical DSGE
models (Gertler and Kiyotaki, 2010b; Bernanke et al., 1999) often ignore this mismatch
or treat it as a fixed parameter, the newest models focus on how banks actively choose
the length of their assets (Wang, 2023; Varraso, 2024). This new approach offers a clear
and testable story. A recent model by Varraso (2024) shows that long periods of low
interest rates push banks to “reach for yield” by buying longer-term assets. In a related
paper, Di Tella and Kurlat (2021) model this active choice, proposing that banks use
the maturity gap as an optimal dynamic hedging tool. They built a model in which
banks provide liquidity by issuing deposits that are close substitutes for currency. In
a related area, other models by (Gertler and Karadi, 2011) and (Gertler and Karadi,
2013) explain how unconventional policies, such as Quantitative Easing (QE), work.
They showed that QE can boost the economy even when interest rates are not zero,
mainly by easing the constraints on banks. A unifying view suggests that QE can
replace traditional policy when rates hit zero, but reversing it (Quantitative Tightening,
or QT) creates its own set of challenges (Sims and Wu, 2021), highlighting the need
for a theoretical framework that endogenizes banks’ maturity choice in response to
different policy regimes.

To formalize our empirical findings and bridge this empirical-theoretical
gap, we build a New Keynesian DSGE model that includes a key feature: banks ac-
tively choose their maturity gaps. The model delivers and explains the asymmetry
we find empirically: when long rates rise because of QT /long—end news via uncon-
ventional shocks, high—-maturity gap banks suffer valuation losses, tighter leverage,
and sharper credit contractions; when short rates rise via conventional shocks, fund-
ing costs reprice broadly, and cross—bank heterogeneity is small. We further show
that technology and liquidity shocks have distinct implications: maturity mismatches
bottleneck expansion under positive technology shocks but amplify liquidity squeezes,
mirroring our reduced—form evidence. The microestimated gap targets discipline the
model’s maturity block, allowing for micro-to-macro counterfactuals for the policy mix

(conventional vs. unconventional monetary policies).



3 Empirical Analysis

For our empirical analysis, we construct a novel panel dataset covering around 1,800
supervised euro area banks and collect information from three distinct data sources: Su-
pervisory Reporting data and euro area credit registry (AnaCredit) data from the Euro-
pean Central Bank (ECB), and the Euro Area Monetary Policy Event-Study Database
(EA-MPD) from Altavilla et al. (2019). The final dataset is at a monthly frequency and
covers a period of six and a half years, from October 2018 to March 2025. It contains
the amount of loans outstanding at the bank and counterparty sector of economic ac-
tivity (NACE sector) level at the end of each month from AnaCredit, a quarterly series
of banks’ regulatory ratios as well as balance sheet amounts, and income statement
figures from Supervisory Reporting data, a measure of maturity mismatch between
banks’ assets and liabilities®, and monthly monetary policy shocks constructed from
the EA-MPD. In the next two subsections, we describe in more detail the maturity
mismatch measure and the monetary policy shocks that we have used in our analysis,
since these are crucial variables for our identification strategy. We refer the reader to
Table 4 in Appendix C for more information on the construction of the other variables,

which are used as controls in the context of this study.

3.1 A maturity gap measure

To test the hypothesis that banks with different levels of maturity mismatch between
their assets and liabilities transmit monetary policy shocks differently, we construct
a measure that proxies for the exposure of a bank’s net worth to changes in interest
rates.

In finance, this measure is generally represented by the Macaulay duration (Macaulay
(1938)), which applies to the context of portfolio valuation and interest rate sensitiv-
ity. Following the same logic, some studies have computed a net duration measure,
known as the duration gap, when assessing banks’ net exposure to interest rate risk
(e.g., Coulier et al. (2024), Esposito et al. (2015)). Other studies have instead relied

3The bank balance sheet data, regulatory ratios, and the maturity gap measure are available as
quarterly series. To align these with the monthly series from AnaCredit and the monetary policy
shocks, we assign the quarterly data point corresponding to the end of the previous quarter to each
month within that quarter. This approach ensures that the model accounts for the maturity gap and
balance sheet structure of banks prior to the occurrence of the shock, thereby mitigating potential
endogeneity concerns.



on a different indicator, the maturity gap Paul (2022). Although we believe that the
duration gap is technically a more accurate measure of the sensitivity of banks’ balance
sheets to interest rate changes, we found it less suitable in the context of our analysis.
This is because the duration gap is mechanically affected by changes in interest rates,
since, based on its formula, risk-free rates are used to compute the maturity-weighted
present value of the cash flows from assets and liabilities. Considering that our model
specifications require lagged effects from monetary policy shocks, we preferred to avoid
the introduction of spurious correlations in our identification strategy because of the
chosen measure of banks’ maturity mismatch in assets and liabilities. Therefore, we
privileged the maturity gap indicator for our analysis, following Paul (2022).

We construct the maturity gap measure for our sample of banks based on the super-
visory reporting data collected within the Common Reporting (COREP) framework,
specifically in template C66.01 “Maturity Ladder.” In this template, banks provide the
amount of inflows and outflows from their assets, liabilities, and off-balance sheet items
split into 21 maturity buckets (from “Overnight” to “Above 5 years”), depending on
their residual maturity. We used this information to compute the maturity-weighted
sum of inflows minus the maturity-weighted sum of outflows. This value is normalized
by the total assets of the bank to obtain a maturity gap. For bank i in quarter ¢, the

maturity gap is formally calculated as follows:

21
Tk(Inflows; ), — Out flows; 1)
MatGap;, = = &
atGap; ¢ Z TotAssets;,

k=1

where 75, is the maturity of the inflows and outflows reported in the maturity bucket
k.

It is worth noting that euro area banks have different reporting requirements for
the Maturity Ladder template in terms of frequency. Significant institutions are gen-
erally required to submit their reports every month, while smaller and less significant
institutions must submit them every quarter. We chose to compute quarterly series of
maturity gaps to cover the largest possible sample of reporting institutions and euro
area countries. Figure 1 displays the average maturity gap and the interquartile range
(IQR) for all euro area countries in the sample. Although the average maturity gap

for ten out of the 20 countries is within the range of 3.5-4.5 years, there is a significant



variance in the maturity gap across the remaining jurisdictions: from below two years
for the average bank in Luxembourg up to more than seven years for the average bank
in Finland. Moreover, banks’ maturity gaps vary substantially within each country.
The largest IQR is recorded in Portugal (approximately 6 years) and the lowest in

Austria (just above 2 years).

Figure 1: Bank maturity gap distribution within and across euro area countries
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This heterogeneity likely reflects underlying differences in the composition of na-
tional banking sectors along several dimensions: size (e.g., prevalence of small coopera-
tive banks versus large universal banks), specialization (retail-focused versus corporate
or investment banking models), balance-sheet strategies, and, more generally, banks’
business models. Regulatory, legal, and institutional factors could also reinforce the
differences observed across countries. From the perspective of our empirical analysis
(presented in Section 3.3), the presence of a broad dispersion in maturity gaps is advan-
tageous. First, it increases the statistical power to detect the relationship between the
maturity gap and our variables of interest. Second, it improves external validity: results
are less likely to be driven by a narrow subset of banks and more likely to generalize
across different business models and institutional frameworks. From the perspective
of our research question, the cross-country variance in the maturity gap reinforces,
if anything, the interest in whether this interacts with monetary policy transmission

(after controlling for bank-specific characteristics and balance sheet structure). If so,
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it may have policy implications. Because all euro area member states are subject to
a common monetary policy, policymakers should account for banks’ ex-ante maturity
gaps when designing and assessing new policies. The pass-through in terms of pace
and magnitude might be differentiated with potentially uneven effects across member

states when it comes to credit supply, inflation, and broader macroeconomic outcomes.

3.2 The euro area monetary policy shocks

Monetary policy shocks in the euro area represent the key exogenous element in
our identification strategy. To address our research question, we incorporate these
shocks into our model specification by interacting them with the maturity-gap mea-
sure. Specifically, we use the Euro Area Monetary Policy Event-Study Database (EA-
MPD), which provides comprehensive data on high-frequency financial market surprises
in response to European Central Bank (ECB) monetary policy announcements. This
database, developed by Altavilla et al. (2019), captures changes in asset prices within
narrowly defined time windows around the ECB’s press releases and press conferences
of the ECB President. By focusing on these narrow windows, the dataset minimizes
noise, thereby increasing the likelihood of capturing the causal relationships between
policy announcements and observed asset price movements.

Altavilla et al. (2019) identify four monetary policy shocks, of which we primarily
employ two: the Target shock and the Quantitative Easing (QE/QT) shock.? The
target shock reflects unexpected changes at the short end of the risk-free curve, while
the QT shock captures surprises affecting long-term yields and risk premia, which are
typically associated with adjustments in market expectations regarding the ECB’s non-
standard monetary policy measures. As in the original paper, we extract these shocks
by estimating a factor model through principal components applied to the matrix of
yield changes and then rotating the factors to identify economically meaningful orthog-
onal policy shocks. This rotation is essential for disentangling the various dimensions
of monetary policy surprises. The target shock is derived from the single significant
factor identified in the press-release window, with its primary impact concentrated at

the very short end of the yield curve (i.e., I-month maturity) and diminishing at longer

4In this paper, we refer to positive QE shocks as tightening surprises related to non-standard
monetary policies and negative QE shocks as easing surprises. Throughout this paper, we discuss
the results of positive changes in QE shocks; thus, we mostly refer to them as QT shocks, that is,
Quantitative Tightening shocks.
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maturities.

For simplicity and consistency, we define the target shock series as the high-frequency
changes in the 1-month OIS rate during the press-release window, as these changes are
nearly perfectly correlated with the identified factor. Meanwhile, QT shock is asso-
ciated with the third orthogonal significant factor observed in the press conference
window, subject to specific restrictions. These include the shock being statistically
insignificant prior to the Great Financial Crisis (before the advent of unconventional
monetary policies) and the factor’s loading being increasing with maturity, peaking at
the long end of the yield curve (10-year maturity). The QT shock is rescaled to produce
a one-unit effect on the 10-year OIS, with its sign adjusted for interpretability. The
resulting monetary policy shocks, expressed in basis points, are interpreted as tighten-
ing (positive values) or easing (negative values) policy surprises. For consistency with
our monthly model frequency, we extend the shocks from the ECB Governing Council
meeting schedule by filling the non-meeting months with zero values.

Figure 2 illustrates the three-month moving sum of the target and QE/QT shocks
since 2014. Between 2014 and 2020, QE/QT shocks were more frequent and sizeable
(in absolute terms) than other types of shocks, largely reflecting the heightened focus
of market participants on unconventional monetary policies as key ECB interest rates
approached the effective lower bound. Conversely, from 2022 onwards, the prominence
of target shocks re-emerged, driven by surprises related to the timing and pace of the

ECB’s tightening cycle first and easing cycle later.

Figure 2: Rotated monetary policy shocks (3-months moving sum)
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In the following sections of this paper, notably in Section 4, we rely on the economic
interpretation that QT shocks capture changes in market expectations concerning the
ECB’s unconventional monetary policies and, in particular, central bank balance sheet
policies, such as the size and duration of asset purchase programs and reinvestments
of the principal amounts. This is consistent with the interpretation provided by Al-
tavilla et al. (2019) and the nature of these policies, which aim to steer rates at longer
maturities. Instead, Target shocks are interpreted as surprises in market expectations
concerning conventional monetary policies, that is, concerning the level of short-term

yields steered by the ECB’s key interest rates.

3.3 Interaction between banks’ maturity gap & monetary pol-

icy transmission

Using the novel panel dataset that we constructed and enriched with monetary policy
shocks and the bank-level maturity gap series, we empirically study whether banks’
heterogeneity in the maturity gap matters for the transmission of monetary policy to
the credit supply. The dataset we have available for this study presents the advantage
of covering a time span where both a tightening and an easing cycle took place as well
as multiple ECB decisions in terms of unconventional monetary policies. In addition,
contrary to other studies, we have data from both significant institutions (SIs) and less
significant institutions (LSIs). Thus, we can assess a broader spectrum of heterogeneous
banks and ensure that all euro-area countries are effectively represented. In this regard,
the results of our study are likely to have higher external validity than analyses in which
the sample was composed of relatively homogeneous banks. Moreover, as we keep the
borrower’s economic activity level in our data, we can also control for the loan demand
component.

Table 1 summarizes the dataset used in our analysis. > The data are at the bank-
month-borrower’s economic activity level, containing an unbalanced panel of 1,803
banks and a total of 802,311 observations. The firm economic sectors considered in
the sample are manufacturing, construction, retail trade, transportation, accommo-

dation, information and communication, professional, scientific and technical activi-

5Minimum and maximum values are excluded from the summary statistics because in our analysis
we winsorised the data to attenuate potential outlier effects. Therefore, the 1st and 99th percentiles
can be respectively considered as the minimum and maximum values of our dataset.
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ties, and administrative and support service activities. Notably, financial services and
public/government-related activities were excluded. Monthly loan growth rates are
constructed from outstanding loans to firms as the first difference in the logarithmic

value of these amounts.

Table 1: Summary Statistics: Loan growth, monetary policy shocks and controls

Observations Mean SD P1 P25 P75 P99

Dependent variable:

Alog(loans) (%) 785,737 0.7 271 550 20 25  66.6
Monetary policy shocks:

QE/QT shock (bps) 802,311 01 09 29 -04 02 25
Target shock (bps) 802,311 0.2 1.2 -1.9 0.2 0.0 8.0
Controls:

Maturity gap (years) 795,006 5.9 2.5 -0.5 4.6 7.7 11.0
log(total assets) 799,550 7.6 1.7 44 6.6 8.4 13.2
CET1 ratio (%) 800,993 17.7 6.7 103 142 19.1 47.1
Liq. cov. ratio (%) 800,546 236.2 2324 743 141.8 228.0 1626.2
Leverage ratio (%) 800,870 9.4 3.7 3.7 7.4 10.6 24.4
Return on assets (%) 797,268 0.4 0.6 -1.9 0.1 0.6 2.3
NPL ratio (%) 791,271 3.4 5.1 0.1 1.3 3.4 36.6
Loan-to-deposit ratio (%) 792,899 162.4 1063.5 24.5 725 104.4 1893.3
Deposit ratio (%) 792,915 68.4 17.6 2.0 64.7 78.9 88.8

We run a preliminary analysis by regressing loan growth rates over a selected set of
fixed effects. The aim of this exercise is to understand whether banks’ heterogeneity
is a relevant dimension to explain the observed loan growth rates. For instance, if
most of the variation in loan growth rates is found to be explained by the borrower’s
(firm) sector-month fixed effects, and only a small residual part by banks’ fixed effects
(with or without time interactions), we could argue that banks’ heterogeneity is a
less interesting dimension to look at and that loan demand is a major driver of loan
growth. However, the results in Table 2 suggest the opposite. The regression that
includes only firm sector-time fixed effects (column 6) covers a negligible share of the
loan growth variance (R? = 0.43%), while bank-time fixed effects explain a quarter
of the entire variance (R? = 24.99%, column 5). The interactions between cross-
sectional dimensions and time seem necessary to explain lending dynamics. This can

be inferred from the result in column 4: including bank fixed effects, time fixed effects,
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and borrower’s economic activity fixed effects without interactions yields a small R? of
0.43%. Tt could be argued that the outcome, including bank-time fixed effects, embeds
country-specific dynamics rather than bank idiosyncratic ones. To test this hypothesis,
we consider two additional specifications in columns 8 and 9, including country (i.e.,
bank location) x time fixed effects and country-time-borrower’s sector fixed effects.
The results are an R? of 0.77% for the former specification and an R? of 2.78% for
the latter (compared to an (R? = 24.99% for the bank-time fixed effects regression).
Therefore, while country-specific dynamics have non-negligible effects on loan growth
rates, these outcomes suggest that they are largely outweighed by bank idiosyncratic
reactions to shocks. We also check whether the relationship between banks and specific
firm sectors explains a relevant share of the variation in loan growth rates (see column
10). For instance, firm sectors with consistently higher loan demand may be tied to
a specific subset of banks, explaining the differences in loan growth observed across
banks, time, and firm sectors. While the bank-firm sector dimension is non-negligible
(R? of 1.43%), the bank-firm sector ties do not explain a large part of the story.

We can conclude from this preliminary analysis that the bank-time dimension is
the most interesting to explore when explaining the dynamics of loan growth rates.
Specifically, the idiosyncratic features of banks seem to matter in explaining their

credit supply following shocks that hit them.

Table 2: R? of loan growth regressions on selected fixed effects

R2 (in %) 0.29 0.04 0.10 0.43 2499 043 2532 0.77 2.78 1.43
Bank FE X

Firm sector FE X

Time FE X X X
Bank x Time FE X

Firm sector x Time FE X

Country x Time FE X

Country x Time x Firm sector FE X

Bank x Firm sector FE X

Following the above result, we focus on assessing the relevance of banks’ maturity
mismatch, among other banks’ characteristics, in the transmission of monetary policy
shocks to lending rates. We use an econometric specification that relies on the maturity
gap measure as a proxy for banks’ maturity mismatch in assets and liabilities and on
the exogenous target and QT shocks described in the previous subsection. Specifically,

we identify the effect of these monetary policy shocks on loan growth based on local

15



projections, as in Jorda (2005). We regress the cumulative loan growth rate on each
monetary policy shock interacted with the banks” maturity gap in the quarter before
the shock materialized and a set of controls for bank size, liquidity, profitability, capital-
ization, leverage, asset quality, and funding structure. We include country-month-firm
sector fixed effects and bank fixed effects. With the former fixed effects, we control for
country-specific developments that, on average, affect all banks within a country in a
similar way — such as regulatory, legal, or institutional changes, country-level shifts
in funding conditions, or changes in competitive pressure — and for sector-specific
fluctuations in loan demand within the bank’s country, including industry-level shocks
that influence firms’ borrowing volumes. With bank fixed effects, we instead control
for any time-invariant bank characteristics that explain loan growth levels and are po-
tentially correlated with the maturity gap. We run the local projections on a two-year
horizon (i.e., 24 months). We allow for the lagged effects of monetary policy shocks
on cumulative loan growth by including all interactions with lagged shocks of up to 12
months. We use standard errors clustered at the bank and borrower sector-time levels.

In summary, the regression specification is as follows:

AYisirh = @ + Aesp + IWGAP i1 + 01,X54 4

12 12 (1>
+ Z 52”(MPt—z X GAP; ;1) + Z 9§2(MR:_l X Xit1-1) + €isth

=0 1=0

where,

o Ay, sit+p is the cumulative bank-firm sector level loan growth rate between ¢ and
t+ h, for h = (0,...,24)

MP,_; is the considered monetary policy shock (either target or QT) at lag | =
(0, ...,12)

e GAP,; ;_ is the lagged maturity gap, at lag [ = (0, ..., 12)

Xi -1 1s the vector of lagged bank-level controls

«a; are the bank fixed effects, \.s; are the country-sector-time fixed effects

Since local projections require the h-period lead value of the loans outstanding to

be in the dataset, as h increases, the number of observations in each sub-regression
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decreases. This can introduce a compositional effect that may produce instability in
our estimates over longer horizons. We perform our baseline regressions using the full
sample of observations, acknowledging this potential issue, which may produce noisier
impulse responses. To ensure that our results are not driven by this compositional
effect, we conduct a robustness check using a restricted sample that includes only
observations for which we have a lead of loans outstanding up to the horizon h = 24.°
From the specification above, we are interested in the estimated values for (5,(10). These
represent the nonlinear impact of the monetary policy shock on the cumulative loan
growth up to the horizon A attributable to banks’ heterogeneity in their maturity
gap. In terms of interpretation, a negative estimate 5,(10) would suggest that, under
a monetary policy tightening, banks with higher maturity gaps would contract their
lending more than banks with lower maturity gaps and, under a monetary policy easing,
banks with higher maturity gaps would expand their lending more than banks with
lower maturity gaps. A positive estimate would imply the opposite interpretation.

In our baseline results using the full sample, we find a negative 5}(;)) associated with
an unconventional monetary policy shock (a QT shock), as illustrated in figures 3a, 3b
and 3c. We show the implied difference in cumulative loan growth for banks at the 25th
versus 7hHth percentile of the maturity gap distribution in our sample (between three
and four years of difference in the maturity gap), following a one-basis point tightening
shock from unconventional policies (QT shock). Across the 24-month horizon, the
difference in the cumulative impact ranges between -0.10 and -0.47 percentage points
—-0.30 percentage points on average over the considered horizon — and is significant at
the 90% confidence level until at least a year after a QT shock (except for a few more
noisy months). The corresponding results for a one-basis point tightening target shock
are included in Appendix C (see figures 9a, 9b and 9¢) and show that the difference in
loan growth responses between banks at the 25th and 75th percentiles of the maturity
gap distribution is positive and significant on impact but largely insignificant and noisy
on the overall horizon, especially after 9-10 months. In Appendix C, we also report
the results for the restricted sample as a robustness check. Although they display
- as expected - less noisy impulse responses, the outcome is broadly similar under
a QT shock (see figure 10c). Conversely, the target shock in the restricted sample

yields a statistically insignificant estimate for 5,(10) (see figure 11c). We consider the

5The restricted sample contains 471,215 observations and ensures a constant estimation sample
across all horizons. The results for this restricted sample are provided in Appendix C.
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empirical results under the target shock to be less robust because they are not fully
consistent between the full and restricted sample. However, they are helpful in ruling
out the hypothesis that banks with high maturity gaps decrease their loan supply more
strongly than banks with low maturity gaps following a conventional monetary policy
tightening shock.

Figure 3: Analysis of bank lending responses to a QT shock, comparing high and low
maturity gap banks - Full sample

IRF: QT Shock — Bank Lending of High Maturity Gap Banks IRF: QT Shock — Bank Lending of Low Maturity Gap Banks
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Based on these findings, we can conclude that maturity gaps in banks’ balance
sheets amplify the impact of unconventional monetary policy shocks. Banks with

a higher maturity gap decrease their lending more than those with a lower maturity
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gap after a tightening and increase their lending more compared to banks with a lower
maturity gap after an easing policy. The difference is significant. In contrast, maturity
gaps in banks’ balance sheets do not amplify the impact of conventional monetary
policy shocks, suggesting that these shocks have a rather more homogeneous effect
across banks that hold different interest rate exposures.

To better understand the implications of this empirical result for real economic
variables, notably inflation, economic growth, and investment, we propose a New Key-
nesian DSGE model with financial intermediaries. These intermediaries endogenously
choose the maturity structure of their balance sheets by adjusting their average matu-
rity through portfolio reallocation. The model and impulse response functions of the
calibrated conventional and unconventional monetary policy shocks are presented in

the next section.

4 The Model

This section outlines the model’s primary components: households, labor unions, var-
ious production firms, financial intermediaries, a fiscal authority, and a central bank.
While the model shares many similarities with canonical medium-scale DSGE models
(e.g., Christiano et al. (2005) and Smets and Wouters (2007)), it diverges in several key
aspects. First, we assume that production firms use perpetual bonds (Woodford (2001))
to partially finance their new investments. Following Gertler and Karadi (2011);Gertler
and Karadi (2013), financial intermediaries fund their operations using net worth and
short-term debt (deposits), while their assets consist of long-term firm and government
bonds and central bank reserves. Markets are segmented; as households are precluded
from holding government bonds, a costly enforcement problem creates an endogenous
leverage constraint for intermediaries, resulting in excess returns. This constraint,
combined with the requirement for firms to issue long-term bonds for investment, gen-
erates an ”investment wedge.” This wedge provides a channel for QE/QT-type policies
to produce real economic effects. Furthermore, the central bank finances its operations
by issuing interest-bearing reserves, and the model incorporates an endogenous choice
for banks” maturity gap. The following summary focuses on the elements of the model
relevant to both conventional and unconventional monetary policies. A comprehensive

description of the full model is provided in the Appendix A.
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4.1 Model Framework and Innovation:

Our framework extends the New Keynesian DSGE model, building on the work of
Gertler and Karadi (2011) and Gertler and Karadi (2013), as well as the recent contri-
bution by Sims and Wu (2021). Its primary innovation is the endogenous choice of the
banks’ maturity gap. Specifically, banks adjust their average maturity through portfo-
lio reallocation. Banks in the model begin with distinct steady-state maturity gaps and
the corresponding balance sheets. They can then adjust this gap in response to exoge-
nous conventional and unconventional monetary policy shocks. We define the maturity
gap as the difference between maturity-weighted assets and maturity-weighted liabili-
ties, scaled by total assets for comparability. We analyze the economy’s dynamics by
calibrating different starting steady-state maturity gaps, specifically comparing high
(32 quarters) and low (16 quarters) maturity gap scenarios, consistent with the em-
pirical analysis. The model includes representative households that consume, supply
labor, pay taxes, and save through deposits. The labor market has two layers: labor
unions purchase labor from households and a representative labor packer aggregates
this differentiated labor for final production, subject to Calvo-style nominal rigidities.
Production is multi-staged: a representative wholesale firm uses capital and labor to
create output, which is then purchased by a continuum of retail firms. These retailers
repackage wholesale output and sell it to a competitive final goods firm. Capital goods
producers create new physical capital and the fiscal authority consumes an exogenous,
stochastic amount of final output (G;). This spending is financed by lump-sum taxes,
transfers from the central bank, and issuance of nominal bonds (Bg ;). Due to finan-
cial intermediary frictions, Ricardian Equivalence fails, making the tax-versus-bond
financing mix relevant in principle. However, to maintain tractability and keep the
model’s focus on the banking sector channels, we assume a fixed quantity of real gov-
ernment bonds (bg), meaning that nominal bonds (Bg,) grow at the price level (P,):
Bg: = Pbg. Lump-sum taxes are then adjusted endogenously to satisfy the gov-
ernment’s budget constraints in each period. The model is driven by five exogenous
variables that follow the AR(1) process in logs: productivity (A;), government spend-
ing (Gy), a liquidity process (6;), a decay process for private loans (/@{ ), and a decay

process for government bonds (x?).
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4.2 Implications of Maturity Gap Heterogeneity:

This modelling innovation enables a comparison of how economies with different ma-
turity structures respond to aggregate shocks and policy interventions. We analyze
the implications for real activity, inflation, and welfare, focusing on the transmission
of monetary and non-monetary policies via balance sheet channels, which constrain in-
termediary leverage and cause haircuts to increase with asset duration. Our extension
introduces heterogeneity by analyzing alternative steady states characterized by high
versus low bank maturity gaps, holding all other structural features constant. The
maturity gap is computed analogously to our empirical analysis: it is the maturity-
weighted value of assets (loans, government bonds, and reserves) minus the maturity-

weighted value of liabilities (deposits) scaled by total assets.

4.3 Financial Intermediaries
4.3.1 Maturity Gap

The central novelty of this model lies in its definition of long-term bonds and their role
in creating an endogenous maturity gap. We specify that both private firms (wholesale

producers) and the government finance their activities by issuing long-term bonds.

4.3.2 Bond structure

We follow Woodford (2001) and model these bonds as perpetuities with geometrically
decaying coupon payments. This structure is defined by the decay parameter, x € [0, 1].
A key innovation here is that we assign distinct decay parameters, and thus distinct
maturities, to private and government debts. Private Bonds: Issued by firms, their
coupons decay at a rate of li{ . A new one-unit bond issued at price ); obligates the
firm to pay one dollar in ¢ + 1, ! in t + 2, (/)% in ¢ + 3, and so on. Government
Bonds: Issued by the fiscal authority, their coupons decay at a rate of 2, following
an identical payment structure as the private bonds. This perpetual structure was
analytically convenient. We only need to track the total outstanding coupon liability
from the previous period (e.g., F;_; for firms) and the value of new issuances (C'Fy; =
F,— m{Ft_l). The total liability evolves as F;_1 = CF,_1 + K,{CF,:_Q + (/{{)QCF}_;», + e
The total market value of all outstanding private bonds is Q:F;;. The same logic

applies to government bonds (using Bg, CBgy, k7, and Qp).
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4.3.3 Bond maturity (Duration)

The xk parameter directly determines the effective maturity or duration of each bond. A
r value closer to 1 implies slower decay, and thus a longer-maturity bond. The maturity
for each bond type is as follows: Private Bond (loan) Maturity: M] = 1/(1 — &)
Government Bond Maturity: M? = 1/(1 — «?).

4.3.4 Endogenous Maturity Gap

Using these definitions, we can construct a maturity gap for financial intermediaries.
This variable, a core part of our analysis, becomes endogenous as it depends on the
bank’s optimal portfolio choices in each period. This gap measures the mismatch
between the average maturity of a bank’s assets and liabilities scaled by total assets.

We calculate it as

Fiy- M}, + Biy- M}, + RE;, - MI% — Dy, - M1,

Maturity Gap;y = Total Assets;,

(2)

In this equation, F;;, B;;, RE;;, and D, represent the banks’ portfolio shares of pri-
vate loans, government bonds, reserves, and deposits, respectively. Thus, the numera-
tor represents the net weighted maturity of the bank’s balance sheet and T'otal Assets;
is the sum of the values of all assets (i.e., F; ;+ B, + RE; ;). Mtf and Mtb are the afore-
mentioned long-term bond maturities. M[¢ and MP are the maturities of the reserves
and deposits, respectively (typically assumed to be short term; in our case, they are
one). Having established this framework for defining bond duration and the resulting

maturity gap, we now turn to the financial intermediaries’ optimization problem.

4.3.5 Financial Intermediaries

The structure of the financial intermediaries in this study follows the framework of
Gertler and Karadi (2011) and Gertler and Karadi (2013). We assume that a constant
number of intermediaries exists in every period. To finance their operations, these
intermediaries use their net worth (V;;) and deposits collected from the households
(D;+). In each period, a random portion (1 — o) of existing intermediaries exits the
market. These exiting intermediaries return accumulated net worth to their owners

(households). They are immediately replaced by an equal number of new intermediaries
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starting with a fixed amount of funds (X) provided by their household owners. On the
asset side of their balance sheets, intermediaries hold private bonds (F};), government
bonds (B;;), and interest-bearing reserves (RE;;) in the central bank. The balance

sheet condition for a representative intermediary is
QiFii +QpiBiy+ RE;; =D, + N;y (3)

Intermediaries grow their net worth until they exit the market stochastically. For

those that survive, their net worth evolves according to the following equation:

Nis =(R/ — R VQu1Fiy 1+ (RP — R )Qpy 1By

(4)
+ (RS — Rf—l)REi,t—l + Rf—lNi,t—l

Rj¢, is the interest rate on reserves set by the central bank and known ahead of time.
R¢ | is the market-based interest rate for deposits and the first three terms in the
equation show the excess returns earned by the bank. This is the difference between
what it earns on its assets (private bonds, government bonds, and reserves) and what
it must pay out in interest on the deposits it holds. The last term shows the cost
savings the bank receives from using its own net worth to fund its activities, since it
does not have to pay deposit interest to that money; the terms R and RP represent
the total realized returns from holding private and government bonds, respectively, and

are defined as

1+ /fot
RF = ! 5
©T o )
QBi-1

An intermediary aims to maximize the expected value of its net worth until it exists,
where the expected terminal net worth is discounted using the household discount
factor, A 41. Let us consider an intermediary that still operates after period ¢. Each
period survives with probability ¢ and exits with probability 1 — o. Therefore, the
probability that it exits at t+1 is 1 — o, at t+2 is o(1 — o), and so on. Accordingly,

its objective is as follows:
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o0
Vii = max(l —o)E, Z oSy VT Y (7)
j=1
where n;; = N, /P, is the real net worth and P, is the price of the final output.
Following Gertler and Karadi (2011) and Gertler and Karadi (2013), financial insti-
tutions face a key constraint known as the ”costly enforcement problem. This problem
arises because the intermediary can choose to abandon its operations and simply divert
(or steal) some of the assets it manages. If this were to happen, depositors who lent
money would only be able to recover a portion of their funds, whereas the intermediary
would retain the rest.
Depositors must be willing to provide funds for the system to operate. This happens
only if the intermediary does not have an incentive to steal assets. We refer to this

specific act of diverting funds as ”going into bankruptcy.” Therefore:

Vit > 0:(Qifir + AQp+biy) (8)

The aforementioned inequality compares intermediaries’ costs and benefits. The
left side of the equation shows the value of operating the business honestly, while
the right side shows the (real) value that the intermediary can maintain if it chooses
to default. If it decides to divert, the amount it gets away depends on assets. It
can maintain the stochastic fraction 6, of its private bonds. However, for government
bonds, it can only maintain a smaller fraction, 6;A (because A is 1 or less). This
assumption simply implies that it is easier to divert private bonds than government
bonds. We assume that the third asset-reserves—is fully recoverable by depositors and
cannot be stolen. We treat this fraction 6; as both stochastic and exogenous. This
can be seen as a ”"liquidity shock.” When 6, increases, the intermediary can divert a
larger portion of its assets, which means that depositors would recover less. This in
turn makes depositors less willing to provide funds. This reluctance to lend is what
causes interest rate spreads to rise, a classic sign of a liquidity crisis. To obtain the
real version of the net worth accumulation equation, we divide both sides by aggregate

price level (P;). Note that inflation (II;) is defined as the current price level relative to
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the price level in the previous period (II; = P,/ P;,_1).

iy = (Rf - Rf_l) Qi-1fit—1+ (Rf - Rf_l) @Bt-1bit1
+ (R, — Ry reip—1 + Ry niyq

which implies

A1 = At,t+th+1Ht_.|.11 [ (Rf;q — Rf) Q1 fir
+ (RP. — RY) Qpabiy + (R — RY) regy (10)
+ ani,t]
Therefore, an intermediary’s value function can be written as

Vit = max(l — o) EiAy g1 + O'EtAt 41 Vit

B Ry —
=max(l — o)E; | A1 0 Qtfzt
t+1
RP., — Rf
b;
oy QB,biy
R R
re;
4 !
+ Rf n; )]
i 44 o
+ 0B N 11 Vien (11)
A Lagrangian with the constraint
RF RB - Rd
Liy =max(l 4+ M\)E; [(1 —0)Apea s Qtfzt + LQB,JM
I Iy
+ +
Rr¢ — R¢ R¢
—T€it + /"N, AppaVi
+ M, re; + Ht+1n 4] T oD 1 Vi
— MO(Qifir + AQpbiyt) (12)

In this equation, A\; denotes the Lagrangian multiplier. As all financial intermediaries
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are assumed to be identical, they behave in the same way. Consequently, they share

the same set of optimality conditions, as presented below:

_ A
By [Api QeI (R, — R = - +tAt€t (13)

A
Ly [At,t+th+1Ht_+11(Rf+1 - Rf)] ] _|_t)\t 0.A (14)
E; [At,tJrthJrlHt;ll(R:e — Rf)} =0, (15)

where
Qt: 1_U+06t¢t (16)
1+ A _
¢y = 7 “Ey[ A Qe RY (17)
t

Equations from 13 to 15 represent the key equilibrium conditions of the model, and
the term A\; > 0 is the multiplier associated with the costly enforcement constraint.
There are two possible outcomes based on this constraint: First, if the constraint is not
active (it ”"doesn’t bind”), the expected returns on all three asset types must, to a first
approximation, equal the cost of funds (the deposit rate). Second, if the constraint
is active (it "binds”), both long-term private and public bonds will generate excess
returns over the deposit rate.The condition A < 1 ensures that the excess returns
on government bonds are lower than those on private bonds. In principle, A can
be treated as an external time-varying factor that separates the term premium from
corporate spread. Finally,  and ¢ are auxiliary variables introduced to simplify the
analysis, and we assume the intermediary’s value is a linear combination of its net

worth; thus, the value of an intermediary satisfies

V;',t = 9t¢tni,t (18)
When the constraint binds,
i+ A b;
b = Qufin +n @bty (19)
it

This term is called the endogenous leverage ratio, and its equilibrium condition is,

as stated above. This constraint forces the financial intermediary to be levered less
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(using less debt) than it would ideally have chosen. Ultimately, this internal leverage
constraint allows excess returns.

To find expressions for the auxiliary variables €); and ¢, in equations 16-17, we
start by assuming that the value function is linear in net worth, as previously men-
tioned. We then combine this assumption with a binding constraint on the yields
and first-order conditions. Specifically, we use the proportionality of the expected ex-
cess returns from equations (13)-(15), which implies Ey[A; 1911125 (RE, — RY)] =
A Ey[Ag 1110 J}I(Rﬂl — RY)], to combine asset positions f;; and b;;. This results

in the following:

E, [At7t+1Qt+1ni,t+1]
=E, [At,t+1Qt+1H;+11(R£r1 - Rf)} (Qufir + AQpbiy)
+ L [At,t+1Qt+1H;+11] ani,t

A _
= i Htgbtni,t + Et [At,t—l-th-l—lHH_lJ ani’t
14+ M

We rewrite the value function in Equation 11 using 16 and 18.

A _
0t¢tni,t = max [} [At,t+1ni,t+19t+1] = H_—t)\et(btni,t + B [At,t+1Qt+1Ht+11] ani,t
t

This leads to
At

9 =
b= 1

;) O + Ey [Air1 Qe Il | RY
t

Simplify,
D= (L AE, [T

4.4 Production

The production process involved several stages. We will only discuss wholesale goods
producers in the following section because it is important for our model; the rest
of the production side is in Appendix A. A representative wholesale firm produces
intermediate output (Y, +) using capital and labor. This wholesale output is sold to a
continuum of retail firms, indexed by f € [0, 1]. These retailers simply repackage goods,
such that their individual output is Y;(f) = Y,,:(f). These differentiated retail goods

are then purchased by a competitive final goods firm that bundles them into a single
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final good (Y;) by using a CES aggregation function. The elasticity of substitution
between retail goods is €, > 1, which ultimately determines the demand curve for each
retailer. A separate competitive capital good producer also produces new physical
capital ().

4.4.1 Wholesale Good Producers

The representative wholesale firm produces output according to Cobb-Douglas tech-

nology:
Vit = Ad(K) Ly ® (20)

Y.+ represents the total output produced during period ¢, and L4, is the labor
input used in that same period. The firm owns its stock of physical capital, K;.
Parameter « (alpha) is a value between zero and one, which represents the capital’s
relative contribution to production. A; shows overall productivity (e.g., technology),
which is exogenous and follows a stochastic process. Finally, the amount of physical

capital (K;) accumulated is based on the standard ”"law of motion”:

Kt+1 - jt ‘I— (1 - 6)Kt (21)

We follow an approach similar to Carlstrom et al. (2017), assuming that the whole-
sale firm must issue long-term bonds (debt) to fund its purchases of new physical
capital, I;. However, we make one key change: unlike their model, our firm does not
need to finance its entire investment. Instead, we require that the firm finance only a
constant fraction 1 (psi) of its new investment, where 1 is a value between zero and

one. This requirement creates a "loan in advance constraint,” which is expressed as:

@/)Ptk—ft < QtCFm,t = Qt(Fm,t - K{Fm,t—l)a (22)

where PF is the price at which the wholesale firm purchases the new capital.
The wholesale firm employs workers from a competitive spot market at nominal

wage W;. The firm’s resulting dividend, which is also a nominal value, is

f (23)
— Fogo1 + Qu(Fy — K Fri—1)
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The firm’s real dividend is

. a —a 7 Fm Fm — -
divm s = P A K] L}u —wilgy — pfft + Q:( - Ky - IHt 1) -
’ P Py

Fm,t—l
Py

I (24)

A firm’s objective is to maximize the present discounted value of its real dividends.
To do this, it chooses its labor (Lg;), the next period’s capital (K1), investment
(I,), and financing (f.;). Discounting is based on the households’ stochastic discount

factor, which is solved using a Lagrangian as follows:

o

_ o 11—« k 7

Em,t =k, E At,t+j{pm,t+jAt+jKt+de,t+j - wt+de,t+j - pt+j]t+j
Jj=0

O ,(Fm,tﬂ‘ o Fm7t+j—1H1> Fintij—1pp1
+j I s w L s
Py 7 Pja Pja

+ Vit (jt+j +(1=0)Kiy; — Kt+j+1)

Fm,t+ / Fm,tJr 1 —1 14— 2
+ Vo iy <Qt+j ( D ‘J — H{H—P 'J HtJrlj - wpfﬂftﬂ'
t+j t+j—1

(25)
The first-order conditions are as follows:
wy = (1 — a)pm 1 A K LY (26)
My = EiAiin [O‘pmiﬂAtHKﬁ_lchll;il +(1- 5)pf+1M1,t+1] (27)
QiMsy = Eil a1, [1 + K{-&-th-l-lMQ,t—&-l} (28)
LTSI -

The variable ¢F is the shadow value of installed capital, which is Tobin’s Q; 7¥ is the
real rental rate for capital; w, is the real wage; p,,, is the relative price of the wholesale
output; and pf is the relative price of new capital. Equation 26 is the standard static
rule that firms use to decide how much labor to hire. Both M;; and M, originate

from the same loan-in-advance constraint (Equation 22) that forces firms to issue bonds
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to finance their investments. Equations 27 and 28 represent the optimal choices for
holding capital and bonds, respectively. As evident from the Lagrangian equation
(Equation 25), both wedges are functions of the single multiplier v, ; associated with
this financing constraint. If the constraint is not actually binding, then both M,
and My, would simply equal one, and these equations would appear similar to the
standard rules for asset pricing. Because this constraint is binding, however, M ; acts
as an "investment wedge” and M, as a "financial wedge.” These wedges distort the
firm’s standard decisions, and the central idea is that fluctuations in these wedges are

the primary way in which policies such as QE/QT are transmitted to the real economy.

4.5 Conventional monetary policy

Before discussing unconventional monetary policy, we must first define conventional
policy. We define this as the central bank’s adjustment of the short-term interest rate
R!". This adjustment is described by an internal feedback rule, similar to the one
proposed by Taylor (1993):

mR"=(1-p,)InR" +p,InR",

(30)
+ (1= p,) [or(InIl; — InII) + ¢, (InY; — InY;_q)] + sp04

In this rule, R and II represent the long-run ”steady state” values for the policy rate
and the inflation target. The parameters 0 < p, < 1, ¢, and ¢, are all non-negative
numbers.To ensure the model has a stable solution (a ”determinate equilibrium”), we
only consider cases where ¢, > 1. This rule simply means that the policy rate adjusts
whenever inflation moves away from its target, or when output growth moves away from
its trend (which we assume is zero in this model). We also assume that the central
bank sets the interest rate on reserves the same as the main policy rate. Therefore,
the deposit rate (RY) and the reserve rate (R7¢) are both equal to R!":

R} = R[* = R’ (31)

4.6 Unconventional monetary policy

Quantitative easing is arguably the most significant unconventional policy employed
by central banks. It was first adopted by the Bank of Japan in the early 2000s. After
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the Great Recession, major economies such as the United States, the euro area, and
the United Kingdom implemented this tool, but its use expanded to an unprecedented
scale in response to the 2020 COVID-19 pandemic.

While the Federal Reserve’s balance sheet reached $4.5 trillion after its initial post-
crisis programs, it surged to a peak of nearly $9 trillion (around 36% of U.S. GDP)
by early 2022. The European Central Bank’s (ECB) balance sheet, which stood at
€4.7 trillion in late 2018, peaked at €6.89 trillion (approximately 50% of the euro area
GDP) by the end of 2023. The Bank of Japan’s holdings, which long exceeded 100%
of its GDP, grew to a high of over 764 trillion JPY.

This era of massive expansion has now begun to pivot. Since 2024, these central
banks have entered a new phase of QT, or QN, as the ECB terms it. This shift
involves discontinuing reinvestments, such as the ECB’s full halt of its APP and PEPP
programs by the end of 2024, and actively allowing these massive balance sheets to
shrink further.

Following Gertler and Karadi (2011), Gertler and Karadi (2013) and Carlstrom
et al. (2017), we define quantitative easing as a central bank’s purchase of government
bonds. These purchases are made by creating new interest-bearing reserves held by

the financial intermediaries. In our model, the central bank’s balance sheet is:
QB1Bw: = RE; (32)

The central bank holds government bonds (Bg:) as assets financed by issuing
interest-bearing reserves (RE;). Any profit (operating surplus) from these holdings is
transferred to the government fiscal authority. The model’s market-clearing condition
requires that all bonds from the government are held by either financial intermediaries
or central banks. QE/QT policies can have real effects on the economy, but only if
financial intermediaries are constrained by the costly enforcement problem. When this
constraint is active (or "binds”), the central bank’s bond purchases (financed by new
reserves) help to ease this constraint. In this situation, the central bank’s demand for
bonds adds to, rather than ”crowds out,” the intermediaries’ demand. This increases
total demand for bonds, leading to higher bond prices. Higher bond prices relax the
loan-in-advance constraint faced by wholesale good producers. This ultimately results
in higher investment and greater aggregate demand. However, if the intermediaries’

constraint is not binding, or if wholesale firms do not need to borrow to finance in-
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vestment (i.e., ¢ = 0), then QE/QT has no economic effects. Furthermore, assuming
A < 1 and that both constraints are binding, central bank purchases of private bonds
have a stronger impact on excess returns than purchases of government bonds, making
them a more powerful stimulus. We treat QE/QT as an exogenous policy. We assume

that the central bank’s bond holdings follow an external AR(1) process:

bevt = (1 — pp)bes + Pobebi—1 + Speb s (33)

Here, b, is the steady-state (long-run) level of real central bank bond holdings, p is a
persistence parameter (between 0 and 1), and &, is a stochastic shock with a standard

deviation of sy.

4.7 Calibration

The model is solved using a linear approximation around the non-stochastic steady
state and calibrated at a quarterly frequency. Parameters that are standard in the
New Keynesian literature, such as household preferences, production technology, and
price or wage rigidities, are set to conventional values. The parameters specific to our
framework are listed in Table 3, along with their calibration targets. The key financial
and institutional parameters are set as follows: The bond duration parameters (x/ and
k) are chosen to yield an average duration of eight years (32 quarters) for corporate
bonds and ten years (40 quarters) for government bonds. We set ¢ to 0.35, implying
that 35% of new investments are financed by issuing long-term bonds. The intermediary
survival probability, o, is 0.95, which results in an average intermediary lifetime of 20
quarters. We also set A to 2/3, ensuring that the steady-state spread on government
bonds is two-thirds of that on private bonds. On the fiscal side, the steady-state
government debt level (bg) is calibrated to target an annual debt-to-GDP ratio of 60%
(% = 0.6). The steady-state government spending-to-output ratio (G/Y’) is set to
20%. Finally, the model is calibrated to generate two distinct types of banks in the
steady state, characterized by high (32 quarters) and low (16 quarters) maturity gaps,

respectively.
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5 Discussion

In this section, we compare the effects of exogenous shocks on both conventional and
unconventional policy tools. We compare two types of shocks: (i) a conventional
monetary policy tightening shock (i.e., an unexpected increase in the desired policy
rate, €,,), and (ii) a QT shock (i.e., an unexpected contraction in the central bank’s
bond holdings, ;). Subsequently, we examine the effects of technology and liquidity

shocks.

5.1 Conventional (Policy Rate) and Unconventional (QT) Shocks

Figure 4: Impulse Response to Conventional (Policy Rate) and Unconventional (QT) Shocks
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Figure 4 presents a comparison of two contractionary monetary policy actions nor-

malized by their size. The first is a conventional shock: a 0.25 percent (annualized)
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increase in the policy rate. The second is an unconventional shock: a quantitative tight-
ening (QT) operation equal to a 4 percent of output reduction in the central bank’s
balance sheet. We analyze these shocks in two different economic environments: one
with low-maturity-gap banks (Maturity Gap = 16 quarters, dashed lines) and one with
high-maturity-gap banks (Maturity Gap = 32 quarters, solid line).

Both policy actions successfully triggered a macroeconomic contraction, causing
output, investment, and consumption to fall. However, unconventional QT shock is
dramatically more powerful, and its effects are far more persistent. This is especially
true in economies with high-maturity-gap banks, where the QT shock generates a much
deeper and longer-lasting economic downturn.

The transmission mechanisms of these shocks are fundamentally different, which
explains the varied outcomes. The conventional policy rate hike (orange lines) operates
primarily through the intertemporal substitution channel and by raising the funding
cost for banks. The central bank raises its policy rate, which immediately increases the
deposit rates. This raises funding costs for all banks, decreases net worth, and leads
to a modest reduction in loans and deposits. Higher short-term rates also encourage
households to save, thereby dampening consumption. Critically, the plot shows that
the maturity gap is almost irrelevant to this shock. The solid and dashed orange lines
are almost identical. This is because the shock is transmitted through short-term
funding costs, which affect both bank types similarly.

In sharp contrast, unconventional QT shock (blue lines) operates directly through
the bank balance sheet channel, which is sensitive to maturity mismatches. QT shocks
start with the central bank selling government bonds, which simultaneously drains
reserves from the banking system and increases the supply of long-term government
bonds in the market. Banks that hold long-duration assets (loans and bonds) funded by
short-duration liabilities (deposits) are subject to a massive market-to-market valuation
loss due to the sudden spike in long-term yields. These valuation losses, combined with
a higher effective cost of funding (reflected in a wider spread as the leverage constraint
binds more tightly), decrease banks’ net worth.

This drop in net worth causes the leverage constraint to bind more severely. To
re-establish the leverage ratio, banks are forced to deleverage, primarily by aggressively
cutting their loan supply. The sharp downward spike in government bonds reflects this

massive market-to-market valuation loss. To clear the market, banks’ bond quantity
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must rise as they absorb the supply sold by the central bank. This sudden price-driven
collapse in the value of their bond portfolio cripples their net worth and forces them
to reduce lending.

Low-maturity gap banks (dashed blue line) suffer much smaller valuation losses
because their assets re-price more quickly. Their net worth is less affected, their leverage
constraints are less binding, and their reduction in lending is far milder. The collapse in
loan supply from high-maturity-gap banks directly tightens the loan advance constraint
for firms, and due to a lack of credit, firms are forced to decrease their investment,
which collapses by over one percent. This investment-led downturn drives a deep and
persistent fall in output and consumption. There are policy rate responses from the
Taylor rule. During the QT shock (blue lines), the Taylor rule lowers the policy rate
to fight recession. This highlights that the two tools can work in opposite directions,
with QT tightening financial conditions so much that it forces the central bank to ease
its conventional policy.

The inflation response is more immediate and consistent following the QT shock,
which is driven by its stronger contractionary effect on aggregate demand. Conse-
quently, the welfare analysis confirms the story: the QT shock induces a substantially
larger and more persistent welfare loss, which is again amplified in the high-maturity-
gap economies. This comparison reveals that the banking system’s structure, specifi-
cally the degree of maturity mismatch, is a critical determinant of the effectiveness of
unconventional monetary policy.

A QT shock causes the maturity gap to shrink, moving it steadily to zero. In an
economy that starts with a high maturity gap, this shrinking effect is larger and lasts
longer; the gap is cut in half within 8 to 12 quarters and disappears almost completely
by 35 to 40 quarters. In an economy starting with a low gap, the same shrinking
pattern occurs, but the effect is much smaller. By comparison, a policy rate shock
does not change the maturity gap in either type of economy. It remained flat, showing
only tiny and brief fluctuations. This is because a high starting maturity gap means
that the system is holding more ”duration risk,” making it more sensitive to balance
sheet shocks such as QT. Consequently, the mix of asset maturities changes more
dramatically and for a longer time. When the starting gap is low, the system is less
sensitive, and the response becomes weaker. This difference in sensitivity is why QT

shocks have a stronger and longer-lasting impact when banks have a large mismatch
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between their assets and liabilities.

Figure 5: Difference in Impulse Responses (High vs Low Maturity Gap Banks)

tput (¥ C ¥ Inflati i K
0.1 Output (%) 0.2 (%) ) 0.05 2 %)
0.1
0 /\/\
0 0.05 0
-0.1
-0.2 0 -0.05
-0.2
0.4 008 0.1
0.3 e -
-0.1
-0.4 -0.6 -0.15
10 20 30 40 10 20 30 40 10 20 30 40 10 20 30 40
5 Loans (%) 1 Gov. bond holdi (%) x10°  Reserves (%) o Deposits (%)
5
1 . 4
0 0
2
-1
1
5
2 -3
3 2 -10 -4
10 20 30 40 10 20 30 40 10 20 30 40 10 20 30 40
Real long yield ized bp) inal long yield i %) Policy rate i %) Spread (annuali bp)
20 0.1 0.05 30
0 20
10 0.05
-0.05 10
0 0
-0.1 0
10 -0.05 0.15 10
10 20 30 40 10 20 30 40 10 20 30 40 10 20 30 40
x10® Welfare (Cons., %) 3 Maturity gap (years) x10* CB sheet
5
0
1 2 0
2
1 5
-3
4 0 10
10 20 30 40 10 20 30 40 10 20 30 40

Difference: QT Shock (High - Low MGap)

Difference: Policy Rate Shock (High - Low MGap) |

Figure 5 isolates the precise impact of bank heterogeneity by plotting the differ-
ence in the impulse responses between the high- and low-maturity gap economies.
This differential analysis provides a visual test of how and which monetary policy
tools,quantitative tightening (QT), and policy rate shocks are amplified by this spe-
cific financial structure. The results for unconventional (QT) shocks (the blue line) are
evident. For nearly all key macroeconomic indicators— Output, Investment, and Con-
sumption— the difference is significantly large, negative, and persistent. This confirms
that an economy with high-maturity-gap banks suffers a dramatically deeper and more
prolonged recession.

The mechanism for this amplification comes from the bank balance sheet channels,

and the comparison between the two regimes makes this clear. In a high maturity gap
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economy, banks hold a disproportionately large portfolio of long-duration assets. When
a QT shock drains reserves and forces long-term yields to rise, these specific assets
suffer severe valuation losses. This immediate capital hit, combined with a system-
wide liquidity squeeze, causes high-gap banks’ leverage constraints to bind far more
tightly than those in the low-maturity-gap regime. This constraint forces aggressive
deleveraging. We observe this in the plots of loans and government bond holdings.
The large negative difference shows that high-gap banks are forced to decrease their
credit origination far more severely. For bonds, this reflects a much smaller increase
in holdings relative to low-gap banks as they are forced to deleverage. This amplified
credit crunch starves firms of capital, directly causing a larger collapse in investment
and, consequently, the entire economy.

In contrast, the red line, representing the difference for conventional policy rate
shocks, hovers near zero across almost all variables. This is a critical counter-finding:
maturity mismatch does not meaningfully amplify the effects of a conventional policy
rate hike. This is because of the transmission mechanism. A conventional rate hike
raises short-term funding costs (i.e., the deposit rate). This shock is passed through
all banks in a relatively uniform manner, squeezing their net interest margins similarly,
regardless of their asset duration. While higher expected short-term rates do theo-
retically create a small valuation loss for banks holding longer-duration assets, this
net worth channel is quantitatively negligible under our calibration (which features a
transitory shock and sizeable reserve holdings). This negligible valuation effect is dom-
inated by the primary, uniform squeeze on funding costs, which generates a virtually
homogeneous response across both economies. The welfare plot perfectly summarizes
this asymmetry. The large negative blue line quantifies the substantial additional wel-
fare loss inflicted on the high maturity gap economy by a QT shock. Conversely, the
flat red line confirms that the conventional policy creates no such differential loss.

This demonstrates that maturity mismatch functions as a potent systemic ampli-
fier for unconventional shocks. This finding provides a strong rationale for targeted
macroprudential policies designed to monitor and constrain excessive maturity trans-
formation. This balance sheet structure is not merely a micro-level risk to individual
banks but a critical macro-level vulnerability that can dramatically intensify the eco-
nomic downturns that balance-sheet-focused policies are meant to manage.

Figure 6 presents a powerful alternative comparison by performing a ”policy equiva-
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Figure 6: Impulse Responses to Conventional and Unconventional Shocks (Normalization:
Initial output response of -1%)
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lence” experiment. Both the conventional and unconventional shocks are re-normalized
to produce the exact same peak output contraction of -1 percent.

This normalization shifts the analytical focus from ” What is the effect of a standard
policy action?” to a far more potent question: ”What are the full economic costs and
trade-offs of achieving a specific stabilization target?

By pinning down the real-sector outcome, we can examine the ”collateral effects”
and differential costs associated with each policy tool. To achieve the -1% output drop,
the conventional policy rate hike, the drop in investment is comparatively mild (around
-0.5%). In contrast, the QT shock (blue lines) achieves the same output drop with a
larger investment decrease. Investment collapses by a much larger -1.5%. The reason

for the different real sector paths is evident in the financial plots. The conventional
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policy path achieves its goal with only a minor contraction in bank loans (approximately
-2%). The QT path, however, requires a massive and disruptive contraction in bank
lending (a 15-20% collapse) to generate the same -1% output decline. This highlights
QT’s reliance on aggressively tightening the bank lending channel. For the same -
1% output stabilization, the conventional rate hike is more disinflationary, causing a
sharper drop in inflation. The welfare plot is the ultimate arbiter of the results. This
clearly shows that achieving the target via QT incurs a dramatically larger welfare loss
than using the conventional policy rate. This welfare cost is significantly amplified in
an economy with high-maturity-gap banks (solid blue line). This comparison is critical
for policy design purposes. This demonstrates that the manner in which a central bank
tightens its policy is not neutral. A conventional rate hike acts as a broad tool that
dampens household consumption. Conversely, QT acts as a surgical instrument that

achieves its objective by aggressively targets credit and investment.

5.2 Responses to Real and Financial Shocks

Having established that bank maturity mismatch is a critical determinant for the trans-
mission of unconventional monetary policy but not conventional policy, we now broaden
the analysis. We examine two non-policy shocks to understand the wider implications
of this financial structure for the economy. First, we introduce a positive technology
shock (a real, supply side shock) to test whether the banking system’s maturity gap
also mediates the economy’s ability to capitalize on positive opportunities or whether
it acts as a structural drag on growth. Second, we introduce a liquidity shock (a pure
financial friction shock) to test whether the high-maturity-gap structure serves as a
more general source of systemic fragility, amplifying crises that originate within the

financial system itself, independent of any policy action.

5.2.1 Impulse Response to Technology Shock

Figure 7 analyzes the economy’s response to a positive technology shock. The results
align perfectly with standard macroeconomic theory: the shock leads to a persistent
wave of growth, increasing output, investment, and consumption, and a significant
and durable improvement in overall welfare. As the economy’s ability to supply goods
and services expands, it outpaces aggregate demand, putting downward pressure on

prices and causing inflation to decrease. This benign disinflationary environment gives
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Figure 7: Impulse Response to Technology Shock
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the central bank (via the Taylor rule) a clear justification to adopt an accommodative
stance, as seen in the marked decline in the policy rate.

This real-sector boom increases profitable investment opportunities, which, in turn,
fuels a strong demand for credit. However, the quantitative differences between the
two banking systems highlight the critical role of financial structure as a mediator in
transmitting this positive shock. The low-maturity-gap economy (dashed line) fully
capitalizes on new opportunities. It experienced a significantly stronger boom in in-
vestment and output.

The divergence is explained by the price and efficiency of the credit. In a high-
maturity-gap economy (solid line), financial frictions create a bottleneck. The benefits
of the accommodative policy rate are not passed through effectively, as the real long

yield falls much less, and the credit spread widens significantly (peaking at around 15
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bp). Credit has become more expensive. Because new credit is more expensive, the
investment response is more muted, which in turn leads to a smaller overall increase
in output and consumption.

At first glance, the ”Loans” and ”Gov. bond holdings” charts appear to contradict
this, as their market value increases more in the high-gap economies. However, this is a
valuation effect, not a sign of stronger credit origination or demand. A policy rate cut
inflates the market value of banks’ existing long-duration assets. Since high-gap banks
hold longer-duration assets by definition, this revaluation effect is mechanically larger
for them. This positive valuation gain masks the underlying friction of new lending.
The mechanism for constrained credit expansion is forward-looking. High-maturity-
gap banks are reluctant to originate new loans at these temporarily depressed yields
despite capital gains on their existing portfolios. This would further lengthen their
asset duration, raising their prospective mark-to-market risk to future interest rate
hikes and pushing their endogenous leverage ratio closer to its limit. To compensate
for taking on this heightened future risk, they demand a larger premium on new loans,
which is precisely the wider credit spread we observe.

This analysis powerfully demonstrates that the banking system’s structure is not
just a vulnerability that amplifies negative shocks. It is also an important factor in
determining an economy’s capacity to capitalize on positive opportunities. A less flexi-
ble, high-maturity-gap banking sector acts as a structural drag on growth by impeding
policy pass-through and the efficient allocation of new capital, even in the face of

productivity gains.

5.2.2 Impulse Response to Liquidity Shock

Figure 8 illustrates the economy’s response to a tightening of bank constraints, which
is modeled as a sudden exogenous positive shock to 6,. This shock, representing a
"sudden stop” or a drying up of market liquidity, generates a severe macroeconomic
contraction, providing a clear case of financial frictions driving a real-sector downturn.
The shock immediately triggers a sharp and immediate decline in output, investment,
and consumption. The shock tightens bank constraints, forcing banks to deleverage.
To repair their balance sheets, banks are forced to "fire sell” their assets. This is
visible in the massive collapse of loan origination and the decrease in government bond

holdings. This fire sale floods the market and causes asset prices to fall. This is reflected
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Figure 8: Impulse Response to Liquidity Shock
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in the explosive, 100+ basis point widening of the spread and the sharp spike in the
real long-term yield. This credit crunch, transmitted via the model’s loan-in-advance
constraint, deteriorates the real economy of financing, causing a collapse in investment
and taking the entire economy into a recession. In response to this deflationary crisis,
the central bank’s Taylor rule responds by aggressively cutting the policy rate because
of a decrease in output and inflation. However, this conventional response is rendered
ineffective. The financial disturbance is severe, causing the bank borrowing spread to
increase by 100 bps. This substantial cost increase fully counteracts the central bank’s
accommodative response, which involves a 40 basis point cut in the policy rate. This
demonstrates how severe financial frictions can impede the transmission of conventional
monetary policy, as the intended stimulus from the rate cut does not effectively reach

the real economy.
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This figure illustrates the significant consequences of maturity transformation. An
economy with a high degree of maturity transformation (the blue line) experiences
a more pronounced economic contraction across all metrics. This structural reliance
on short-term funding is the key source of sensitivity. When the liquidity shock hits,
banks must deleverage, and those with a high maturity gap (i.e., heavily reliant on
short-term deposits) feel this deleveraging pressure most severely. Crucially, this am-
plification is driven by the tightening leverage constraint and the subsequent spread-
widening mechanism—as described earlier—rather than by a change in deposit pricing
(the 'funding cost channel’). Thus, High-maturity-gap economies are forced into a more
severe deleveraging, observing a significantly larger decline in deposits, a more severe
contraction in lending, and a deeper decline in investment. Consequently, this trans-
lates into substantially greater welfare loss. This highlights that a high-maturity-gap
structure can be a source of systemic financial fragility, increasing the entire economy’s

susceptibility to financial panics.
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6 Concluding Remarks

This study demonstrates that the financial system’s structure—specifically, the degree
of maturity transformation within the banking sector—is a critical determinant of
macroeconomic outcomes and the propagation of various shocks. This conclusion is
most evident when comparing the effects of different monetary policy tools.

We find a “shock-specific” difference between conventional (policy rate) and un-
conventional (QT) policies. Conventional policy rate hikes operate broadly through
intertemporal substitution and rising funding costs, and their effects are largely in-
different to banks’ maturity gaps. In contrast, unconventional policy (QT) operates
directly through the bank balance sheet channel. By inflicting valuation losses on long-
duration assets, it severely binds the leverage constraints of banks with high maturity
gaps. Thus, this financial structure functions as a potent amplifier of unconventional
policies, leading to a deeper and more persistent economic downturn. Our normaliza-
tion experiment demonstrates that achieving the same output stabilization target via
QT results in substantially larger welfare losses than a conventional rate hike. The
effects of banking structure extend beyond monetary policy. We find that a high-
maturity-gap economy not only amplifies negative shocks but also dampens positive
ones. Such an economy is catastrophically more vulnerable to negative financial shocks,
but in response to positive technology shocks, the high-maturity-gap banking system
acts as a “bottleneck”, constraining credit expansion and thus muting the potential
economic boom.

By connecting detailed supervisory data with a structural model of banking be-
havior, this study highlights the central role of maturity transformation in monetary
transmission and in overall financial and economic stability. Our combined theoret-
ical and empirical findings have significant policy implications. First, they suggest
that the choice between policy tools (e.g., rate hikes vs. QE/QT) is not neutral and
must account for the prevailing financial structure and potential stability risks. Sec-
ond, the results provide a strong justification for macroprudential policies aimed at
limiting excessive maturity transformation. Thus, monitoring and managing maturity
mismatches is essential not only for prudential oversight, enhancing macroeconomic
resilience, and reducing systemic risk but also for understanding how different policy
tools and macroeconomic disturbances propagate through the banking system and the

broader economy.
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7 Future work

We have an extensive research agenda to build upon this study. On the theoreti-
cal front, our immediate next step is to extend this framework to a Two-Agent New
Keynesian (TANK) model. We plan to build a model featuring two distinct banking
sectors that can be calibrated to represent the shares of high- and low-mismatch banks
observed in the data. Following the financing segmentation literature (e.g., Allen and
Gale (1995); Gertler and Kiyotaki (2010a)), this model will feature two sets of financial
intermediaries, each restricted to financing its own specific sector. Consequently, the
economy comprises two parallel structures (e.g., two labor unions, two capital goods
producers, two wholesale good producers, and two sets of retailers), with all assets on
intermediary balance sheets being sector-specific. This structure is crucial for examin-
ing the differential dynamics of a single monetary policy shock as it propagates through
these two distinct financial channels. More importantly, it allows us to move beyond
the comparison of two separate economies, as presented earlier, and analyze how these
distinct financial channels interact and aggregate within a single system. This unified
framework is necessary to capture general equilibrium feedback, particularly from the
common monetary policy rule, and to identify potential cross-sector spillovers that
arise only when both banking types coexist.

On the empirical side, we plan to dig deeper into the mechanism through which
banks with higher maturity gaps adjust their lending behavior, relying on more granular
loan-level information. This will allow us to answer the following pressing question:
Do banks with higher maturity gaps adjust their lending rates and credit standards
more quickly than those with lower maturity gaps? Is their appetite for riskier loans
disproportionately affected? This next phase will move us from the “what” to the
“how”, providing an even higher-resolution picture of this critical policy transmission

channel.
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Appendix A Full model and derivations

A.1 Households

The model contained a large population of uniform households. We can analyze the
behavior of a single representative household because all households behave similarly.
Our framework is based on Gertler and Karadi (2013). Each household consists of two
types of members: workers and intermediaries. The proportions of these two types
were fixed. However, there is probability 1 — ¢ that an intermediary will randomly
become a worker. To maintain a fixed proportion, an equal number of workers replace
them and become intermediaries. These new intermediaries are given a predetermined
amount of initial net worth, and the lifetime utility of the representative household is

given by:

L& i
Y B In(Chyy = bChyja) — XTp (34)
=0

where £ is the discount factor (i.e., how much the household values the future between
0 and 1). b shows the internal habit formation (how much past consumption affects
current utility, also between zero and one). x denotes the positive scaling parameter.
1 is the inverse Frisch elasticity related to people’s willingness to work. C} is the
consumption, and L; is the labor supply.

Households face the following nominal budget constraints:
PC;+ Dy — D,y < MRS;L; + DIV, — PX — PT,+ (R} , —1)D,_;  (35)

In the budget constraint, P; is the price of the goods. D;_; represents the household’s
deposits (money) at the beginning of the period and R¢ is the nominal interest rate
earned on those deposits. The term M R.S; is the payment that the household receives
for labor from unions (more on that later). DIV, is the household income from divi-
dends (from firms) combined with the net worth of intermediaries who are ”retiring”
or exiting. X is the initial net worth (a real transfer) given to new intermediaries.
Finally, 7} is the lump sum tax paid to the government.

The first order conditions for the household are

1 1
- BB 36
m=E e, PRE T (36)
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Appsr = B (37)

et
XL} = psmrs; (38)
1= R;lEt [At,tJrlH;jl] (39)

Equation 36 defines the marginal utility of consumption ;. The formula for the
stochastic discount factor A;,1; is given by Equation 37, and Equation 38 represents
the standard labor supply condition. This equation also defines the real wage (mrs;)
as the nominal wage (M RS;) divided by price (F;). Finally, Equation 39 is the first-
order condition for deposits and shows the optimal savings decision. The last equation
introduces II, as the gross inflation rate, calculated as the current price level (F%)

divided by the previous price level (P;_1).

A.2 Labor Market

The labor market is divided into two stages. In the first stage, there are many individual
labor unions (). These unions buy labor from households at the wage M RS; and then
resell it to a central "labor packer.” The amount each union (h) buys, L;(h), is the
same as the amount it sells, Lq;(h). In the second stage, these unions sell that labor
to a single "labor packer.” This packer buys slightly different types of labor from all
unions and combines them into the final labor supply (L) that businesses use for
production. The packer uses the CES technology with an elasticity of ¢, > 1. The

demand curve facing each union is

Lay(h) = (M> L (40)

Wi (h) is the specific wage that union h sets for labor. By contrast, W, is the overall

(or aggregate) wage for the entire economy, which is defined by the following formula:

1
W,lmew = / W, (k)= dh (41)
0

Labor Union Profit of a typical labor union in nominal terms is
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DIV 4(h) = Wi(h)Lat(h) — MRS, Li(h) (42)

By setting L,(h) equal to Ls.(h) and then using the demand curve from Equation

40, we can rewrite this as:

DIVy, ;(h) = Wi(h) "W, Lgy — MRS;W;(h) =W, Ly (43)

In this model, labor union wages are ”sticky,” following a Calvo-style setup. This
means that in any period, a union has only a 1—¢,, probability of being able to set a new
wage, whereas the probability that it cannot update its wages is ¢,,. Wages that are not
updated can be ”"indexed” or partially adjusted for past inflation, determined by the
~w parameter. When a union can set a new wage (W;(h)), it knows that wages may be
stuck for some time. The chance that it is still in effect j in the later periods is ¢/ . If an
old wage is still in use and indexed, then its value at time ¢+ j is W;(h) (%)W .The
union’s problem is choosing a wage that maximizes its total expected real profits over
time. This calculation is discounted using both the household’s stochastic discount

factor and the probability of non-wage adjustment:.

max [, E ¢w tt+j

l1—ey
Pt+]1 (1=ew) 15wPEw1 EwL )
Wi(h) t+5  Wiyjlad,ttj (44)
Wi (h)

tfl

Pt . EwYw

+j-1 Ew P Ew

—mrSt+j ( P W (h) Pt+jwt+]Ld t+j
t—1

where Ay = Apigr ... Avrjo1445. The first order condition is

00 ‘ P (1—ew)Yw -
(2w — D)Wy (h) 5> EtZ%AW( gf) Pa wi Loy (45)
j=0 -

o0 P —EwYw

_ —ew—1 j +j—1 Ew

= e, Wi(h)™ EtE Pt mfst+j< P Pwi Lage;
Jj=0 -

The reset wage is the same across all labor unions. Hence, drop the h index, and

the optimal price W/ can be written as:
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Ew Flt
* S Lt 4
Wt Ew — 1 F27t ( 6)

where F; and F;; are recursive representations of the infinite sum above.
_ Ew 5, Ew —EwYw
Fyy = mrs, Pfow; Lay + Ky [¢wAt,t+1Ht Fl,t+1] (47)

By, = P twsv Ly + |:¢wAt,t+1H§17€w)’ywF2,t+1:| (48)

In real terms, w; = W/ /P, satisfies the following condition:

fw St

w; = 49
! Ew — 1 f2,t ( )
. M\
fie =mrswi® Loy + ¢ By | A g fi41 (50)
t
H ew—1
15 t+1
for = wi" Las + ¢ Ee | Ayt (H_;;) f2,t+1] (51)
t

where w; = W;/P,; is the aggregate real wage from 41, and f1; = Fi;/P/™ and
for = 117’2,t/]3£€w71

Aggregation Integrate equation 40 across h, noting that fol Ly+(h)dh = L;. Using

the demand function for a union’s labor, equation 40, yields
Lt = Ld’t/UZU (52)

where v}’ is the wage dispersion measure.

. /0 1 (%th)) M (53)

Note that this can be written in terms of real wages since it is a ratio. Because of

properties of Calvo wage-setting, we can write this as

AT b I Wi (b))
v = (1~ bu) (Z—i) +/1 ) (—HWZ 1 )) dh (54)
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w* —Ew 1 Wt—l(h> —Ew
=(1—¢y,) | —+ + I e Wew W _ 5w / ( > dh 55
o () emmewewey [ (SR (55

which may be written as

’IU* e — & £ —E w
o = (1— ) (—) G T W (56)

Wy

Expressing this in real terms gives

" w* —Ew I Ew w Ew y
st () () @) e

From equation 41, we have

1
W = (1= g,) (W)= + / (I, Wiea ()" dh (58)
1=¢uw

Via a law of large numbers, this is

W = (L= ) (W) o I g, W (59)

Dividing both sides by P,'"" gives

w7 = (1= gu) () 4 g I T (60)

A.3 Rest of the production
A.3.1 Capital Producer

New physical capital is produced from the final output subject to adjustment costs:
jt = [1 - S(It/]t—l)i|]t (61)

Here, 1, is the (unconsumed) final output and S(-) is the convex investment adjustment

cost. The firm pays dividends

DIV = Pf[1—5(]t/1t_1)}ft ~ P, (62)
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or, in real terms,

divh = pf[1—3(1t/1t_1)]1t -~ I (63)

It chooses {I;} to maximize the expected discounted value of real profits using the

household SDF:

tiax B> Ay {pf—&-j [ 1 — S/ Tr4j-1) ] Ty — It+j} : (64)
' 320

The optimality condition is the standard g-type Euler equation:

1= pf[1 = S(It/I;-1) = S/ Ti—1) (1)1 -1)]

(65)
+ By [Avaar pf oy S Ui /1) (I / 1)
A.3.2 Retailers
Retail firm f earns nominal profits as follows:
and with Y, :(f) = Yi(f) and demand Y;(f) = (P:(f)/P:) ""Y; this becomes
DIV{(f) = Pf) " P7"Y, — PuuP(f) " P7Y, (67)

With Calvo pricing, measure 1 — ¢, of retailers can be reset in t; otherwise, prices

are indexed to lagged inflation at rate ,:

Pt = ) (Ze2t) (65)

A retailer chooses P;(f) to maximize the present discounted value of the real profits

returned to households:

. P, i—1 (=) -1
E Iy [P(f) 5 | = P Yoy
I}g%})( t;% t,t+3[ 2 (f) ( P, t+j Tt

. P —€pTp .
- PPy (B0) T B

o4



The FOC implies a reset price:

€ X1t
Pf=—1__— 70
t Ejp _ 1 X2’t7 ( )
with
) . P —€pTp .
Xt = Z(%BV@ Pyt < ;J 1) PV (71)
=0 Lot t—1
J>
(1—ep)wp
. Mg (P ep—1
Xoy = Z(%ﬁ)JI (ﬁ) By Vet (72)
j=0
which satisfy
X = pm,tPtEth + E; [QspAt,t-l—lHt_ap’prl,t—l—l} (73)
Xou = PP Yo+ B [ Sl X (74)
In stationary, relative terms let p; = P}/P;, 214 = X14/ P, w9y = Xg’t/Pf”_l to
obtain:
* 81’3 L1t
= — 75
pt 5p -1 x2,t’ ( )
_ M\
Tip = PmaYe + OpF [ Ay S T1a4+1] 5 (76)
t
_ A
Top =Yy + OpEy | Ay il Toiq1 (77)
t
Aggregation yields a price-dispersion term v¥ and wholesale—final output link:
E/Utp = Ym,t (78)
RN e I\~
= [(BE) " —a-spmre e (me) v
0 t t—1
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The aggregate price index evolves as

BT = (1= ¢p)(PY)Y o+ g, I 0 P (80)

1—¢p

or, dividing by P, 7,

1= (1—¢,)(p) = + ¢, I 11! (81)

A.4 Fiscal Authority

The fiscal authority purchases an exogenous stochastic quantity of the final goods G,
in each period. It finances this with lump-sum taxes 7T}, remittances from the central
bank 77, and issuing nominal government bonds B¢ ;. Ricardian equivalence fails in
this environment because financial-intermediary frictions matter for the mix of taxes
versus debt. For tractability, the real stock of government debt is held fixed at bg,
implying Bg; = Pibg. Lump-sum taxes then adjust endogenously to satisfy the period
budget constraint.

Let Qg+ be the price of a long-term government bond (perpetuity with coupon
decay k% € [0,1]), and II; = P,/P;_; be the gross inflation. The government’s nominal

budget constraint is
PGy + Piabe = PTi+ Pl + Qpy Prbe (1 — s{11;7) (82)

T+ denotes the (real) transfer from the central bank to fiscal authority; its exact

expression is given in the central bank block of the model.

A.5 Aggregation and Exogenous Processes

The model features five exogenous variables. Neutral productivity (A;), government
spending (G}), and the liquidity process (6;) follow AR(1) processes in logs. The decay

parameters for private and government bonds (k] and x?) follow AR(1) processes in
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levels:

83
84
85
86
87
88

InAy =paln A1+ saca,
Gy = (1—pg)InG+ peInG;_1 + sgea.
ln@t (1 —pp)Inf+ ppln by, + SeE0 ¢
= (1= pD)R! + plel_, + slewr
Ry = (1= PR + plkf_y + spm

(83)
(84)
(85)
(86)
(87)
(88)

Autoregressive parameters satisfy 0 < p < 1 and shocks are standard normal; G0, &/

and &, are steady-state values and steady-state productivity is normalized to one.

Privately issued and government bonds must be held by either intermediaries or the

central bank (real terms):
bY = b, + b (89)

where f; =), fi, and by = ). b;,

Aggregating the intermediary balance sheet and writing in real terms (with d; =
Dt/ljt):

Quft + Qb +re = dy +ny (90)
Aggregated net-worth dynamics:

ng = ol |(RY = R Qi1 fia + (R — R?fl)QB,t—lbt—l

+ (R:il - Rf—l)Tet—l + Rf—l”t—l +X (91)

where ¢ is the survival probability of intermediaries and X is start-up funds for new

ones.

Aggregated costly-enforcement (leverage) constraint:

Qift + AQp by < Py (92)
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which binds when the intermediary constraint 8 binds.

Resource constraint:

Y,=C+ 1, + G, (93)

Appendix B Equilibrium Conditions

Households
1 b
= — B.1
A Yo Ao Yol (B
X L} = pymrs, (B.2)
RIEN 1 1T =1 (B.3)
At,t—l - Blut (B4)
Mt—1
Financial Intermediaries
Qi fr + Qpi b +rey =dy +ny (B.5)
f
Ry = L@ (B.6)
Qtfl
1 b
RB = g“—tQm (B.7)
Bit—1
ny = oIl ((RtF — R} )Q1fia
+ (R? - Rg—l)QB,t—lbt—l (B 8)
+ (Rzil - R?—1)T€t—1
+ Rflnt1> + X
-1 F d )\t
Edl L A Qe (R — BY) = ] O (B.9)
+ A
A
EI A Qo (RE, — RY) = 1—t 0, A (B.10)
+ A
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EJdL Y Ay Qe (RS — RY) =0

W=1—0c+0cb;¢;
Qi ft + AQp by = ny ¢y
Or b = (1+ MBI, R Qipr Ao
MV fo = Q¢ fi
MVb, = Qp. by

Labor Market

Labour Unions

Aggregation

Production

Retail firms

_ € € —€wY
fre =mrsgwi Lay + GuBey g THY T f1 40

U?Z(L—%J<—> Ty e T TS i o

w

1—€w —

t

for = wi” Lay + dEiAy 41 11

€
* w
wy =

€w—1

t+1

Jia

w
Lt = Ldﬂg Uy

*
Wy
Wy

* GP

by =

_ €p —€pTp
Tip = Pmy Yy + OpEy Ay TLE | 1T T1,t41

Tor =Y + OpEi A 11
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ep—1
t+1

Tt

Ew_lfT,t

€p — Lo,

HZp(l_Ep)

(1 = @) (W) 4 ¢y, T ) TIee L oy

T2t+1

) £,

1—€w
t_

1

(B.17)

(B.18)

(B.19)

(B.20)
(B.21)

(B.22)

(B.23)

(B.24)

(B.25)



Aggregation
Y=Yl
v = (1= p)(p)) ™" + G I L7 vy

*\1—e ep—1 p(1l—€p
1= (1 - ¢p)(pt)l P+ ¢, 11, HZ—(l )

Wholesale Firms
V= A K L
K,=1+K,_1(1-0)
fiwpk = Qo (fi =15 i)
wi= Ky Aupms(1 — 0) 138
M1y =EN (Oépm,t+1At+1KtOﬁlL(11,_t$1 + (1= 8)py M)
QMo = EgAy i 1T (1 + H{QtﬂMth)

My, —1

My, —1 ¥

Capital Producers

Government
Fiscal Authority

G+ 10 o =T, + Tep + QB,tBG (1 — H?H,Tl)
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(B.26)
(B.27)

(B.28)

(B.29)
(B.30)
(B.31)
(B.32)

(B.33)

(B.34)

(B.35)

(B.36)

(B.37)

(B.38)



Monetary Policy

log(R;") =(1 — p,)log(R") + p,log(R;" ;)

+ (1= pp) [dx(log(I1;) — log(TD)) + ¢, (log(Y?) —log(Yi-1))] + srers

R:e — Rir
R} = Ry

bevt = (1 — pp)bes + bepi—1p6 + Sp€ns

Central Bank Balance Sheet

QBJ bcb,t =Teé

Ty = (14 /'i[thB,t)H;lbcb,tfl - Tetflﬂ;leil

Aggregation
Exogenous Processes
log Ay = palog Ai_1 + sacay
log Gy = (1 — pe)log G + pg log Gi—1 + sgeat
log 0; = (1 — pp) log 0 + pglog 01 + speq s
K{ = (L= prp)R + prgil_y + sipeis

b —b b
ke = (1 — prp) R’ + prvky_1 + SebErbt

Goods market clearing
bg = b + bev s

}Q:Gt‘i‘Ct‘i‘[t

Returns and Spreads
RFY =kl + Q7'  (Nominal Long yield (Private))

REB — i Q];lt (Nominal Long yield (Government))
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(B.39)

(B.40)
(B.41)

(B.42)

(B.43)

(B.44)

(B.45)
(B.46)
(B.47)
(B.48)

(B.49)

(B.50)

(B.51)

(B.52)

(B.53)



return] = RI' — R | (Excess Return on Private Bond) (B.54)
return! = R? — R* | (Excess Return on Government) (B.55

return{® = RF—RP  (Excess return between Private vs Government Bonds) (B.56

S/ = R'" — R? (Term spread-Private bonds) (B.57
St = RI'P — R!  (Term Spread-Government Bonds) (B.58
returni® = RF — 1,4, (Real Rate) (B.59)
fr=RI" —1,4; (Real Long Yield, Private) (B.60)

b = R®” — 11,41 (Real Long Yield, Government) (B.61)

Maturity Gap
EM{ + B.M} + RE,M™ — D,M*?

= B.62
magapy Ft—i-Bt"f‘REt ( 6 )

1
M = B.63
e (B.63)

1

Welfare
L}-‘rn

Wt - (Ct - thfl) - 1/11 + ,r] + /BEtWtJrl <B65)

The full set of equilibrium conditions:
e Households (4 egs): (B.1)—(B.4).
e Financial Intermediaries (12 eqs): (B.5)-(B.16).
e Labor Market (6 eqs): (B.17)-(B.22).

e Production (15 eqgs): Retailers (B.23)-(B.28); Wholesale firms (B.29)—(B.35);
Capital producers (B.36)—(B.37).
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e Fiscal Authority (1 eq): (B.38).

e Monetary Policy (4 eqs): Rule (B.39), rate setting (B.40)-(B.41), and QE/QT
rule (B.42).

e Central Bank (2 eqgs): Balance sheet (B.43) and remittance (B.44).

e Exogenous Processes (5 eqs): (B.45)-(B.49).

e Aggregation & Market Clearing (2 egs): (B.50)—(B.51).

e Definitions (13 eqs): Returns and Spreads (B.52)—(B.61); Maturity Gap (B.62)—(B.64).
e Welfare (1 eq): Welfare (B.65)

These comprise 65 equations for the 65 endogenous variables listed below:
{At7 bt7 bcb,h MVbt) Ct7 dt7 ft7 fl,t; f2,t7 f[u b:7 vat7 Gt; -[t7 jt7 Kt7 l{{.) K/f; Lt» Ld,tu )\t7 At,t—17

f b x k tr re d
Ml,t7M2,t>Mt 7Mtamgapt>mr5ta,utantaQtaptvpt7pm,ta¢taHt7Qt7QB,taRt ,Rt aRt7
L,F LB b R
Rf,Rf,Rt’ , R ,ret,return{,returni’,return{ ,returnf ,Stf,Sf,Tt,Tcw,Gt,vf,v;”,wt,

* m
wt ) Wt; xl,h I2,t7 }/;57 5/1; }
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Table 3: Calibrated Parameters

Parameter Value/Target Description

Parameters

I} 0.995 Discount factor

b 0.70 Habit formation

n 1 Inverse Frisch elasticity

X L=1 Labor disutility scaling parameter / steady state labor
« 0.30 Production function exponent on capital
) 0.025 Steady state depreciation

K1 2 Investment adjustment cost

I 1 Steady state (gross) inflation

Ep 11 Elasticity of substitution goods
Ew 11 Elasticity of substitution labor
©p 0.75 Price rigidity

Pw 0.75 Wage rigidity

Vp 0 Price indexation

Yew 0 Wage indexation

ba % =0.6 Steady state government debt

G % =0.2 Steady state government spending
by % = 0.005 Steady state central bank Treasury holdings
A 2/3 Government bond recoverability
o 0.95 Intermediary survival probability
P 0.35 Fraction of investment from debt
Kt 1-3271 Private bond duration

Kb 1—40"1 Government bond duration
Hmgap 32 High maturity gap

Lmgap 16 Low maturity gap

Or 0.8 Taylor rule smoothing

O 1.8 Taylor rule inflation

Py 0.0 Taylor rule output growth

PA 0.95 AR productivity

le] 0.95 AR government spending

Db 0.90 AR central bank treasury

Po 0.95 AR liquidity

Dt 0.95 AR decay - private

Dich 0.95 AR decay - government

Shock sizes

SA 0.0065 SD productivity

sG 0.01 SD government spending

Sp 0.01 SD central bank treasury

S0 0.04 SD liquidity

Sof 0.01 SD decay - private bonds

Syb 0.01 SD decay - government bonds

Note: This table lists the values of calibrated parameters or the target used in the calibration.
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Appendix C Empirical analysis

Table 4: Description of the variables

Variable

Unit and Data

Frequency Source

Description

Dependent and core variables

Loan
growth

Maturity
gap

Monetary
policy
shocks:
Target
and QT

Percentages, AnaCredit
monthly

Years, quar- ECB Su-

terly pervisory
Reporting
data
Basis EA-MPD
points, (Altavilla
monthly et al.
(2019))

Computed from the (recognized) outstanding loans re-
ported in AnaCredit, where the counterparty is a euro
area non-financial corporation. Aggregations are done at
the bank-month—economic activity of the counterparty
(NACE sector) level.

The maturity gap proxy is calculated based on the fu-
ture cash flows, both inflows and outflows, reported by
euro area banks in template COREP C66.01 — Maturity
Ladder. Cash flows are reported in 21 maturity buckets.
The maturity of inflows and outflows in each bucket is
proxied by the bucket’s midpoint (for example, 1.5 years
for flows in “Greater than 12 months and up to 2 years”).
A maturity of 15 years is assigned to cash flows allocated

to “Greater than 5 years”!

. The maturity-weighted dif-
ference between inflows and outflows is scaled by the
bank’s total assets (from the FINREP template F01).
Conventional and unconventional monetary policy
shocks refer to the "Target” and ”QT” shocks, respec-
tively, as defined by Altavilla et al. (2019). These
are computed as the rotated factors explaining high-
frequency changes in Overnight Index Swap (OIS) rates
around monetary policy events (i.e., between the press
release of the ECB monetary policy decision and the end
of the ECB President’s press conference). The Target
shock is scaled to yield a unit effect on the one-month
OIS rate. The QT shock is scaled to yield a unit effect
on the ten-year OIS yield.

1 Unfortunately, the Maturity Ladder does not provide a further breakdown of cash flows that settle beyond five years. Therefore, we

had to assign a default maturity value of 15 years to the ” Greater than 5 years” bucket, an approach consistent with previous studies

(e.g., Coulier et al. (2024)).

This assumption is a limitation of our maturity gap measure, as it might cause inaccuracies in the gap

distribution across banks. In the worst case, this could misclassify banks with high maturity gaps as having low maturity gaps, and

vice versa. However, we are reassured by two key factors. First, the results do not change significantly when we modify the default

value (testing for 5, 10, 20, or 30 years). Second, the banks at the tails of our maturity gap distribution (those with the highest or

lowest gaps) do indeed have business models that imply a large imbalance between very short-term and long-term cash flows. Hence,

we believe our measure still captures valuable information on the cross-sectional differences among banks regarding their exposure

to long-term yields.
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Table 5: Description of control variables

Variable Unit and Data Source Description
Frequency
Controls
Bank size No unit (log), ECB Supervi- Defined as log(Total Assets). Total Assets are the
quarterly sory Reporting carrying amounts sourced from template FO1 of
data FINREP.

Non- Percentages, = ECB Supervi- Defined as non-performing loans over total loans.

performing quarterly sory Reporting Only loans granted to the non-financial private

loan (NPL) data sector (i.e., non-financial corporations and house-

ratio holds) are considered in both the numerator and
the denominator. The carrying amounts are
sourced from the FINREP template F18.

Liquidity Percentages, = ECB Supervi- The liquidity coverage ratio is sourced from the

coverage quarterly sory Reporting COREP template C76. Banks report this value

ratio (LCR) data in line with the definition outlined in Article 4(1)
of the Delegated Regulation (EU) 2015/61.

Profitability: Percentages, = ECB Supervi- Defined as Total Profit/Loss over Total Assets.

Return on quarterly sory Reporting The numerator is sourced from the FINREP tem-

assets data plate F02 and adjusted such that it represents the
four-quarter trailing sum of profits (i.e., a year-on-
year measure). The denominator is sourced from
FINREP template FO1.

Capital: Percentages, ECB Supervi- Defined as the CET1 capital over the total risk

Common quarterly sory Reporting exposure amount (i.e., risk-weighted assets). This

Equity Tier data value is reported in COREP template C03, in ac-

1 (CET1) cordance with point (a) of Article 92(2) of the

ratio CRR.

Leverage Percentages,  ECB Supervi- Defined by the regulator as the Tier 1 capital

ratio quarterly sory Reporting amount over the total leverage ratio exposure

data

measure. We use the fully phased-in definition.
The denominator includes on-balance sheet assets,
securities financing transactions, derivatives expo-
sures, and other off-balance sheet items, net of ex-
emptions (e.g., intragroup exposures, promotional
loans,...). The leverage ratio is sourced from the
COREP template C47.
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Table 6: Description of additional control variables

Data Source

Description

Variable Unit and
Frequency

Controls

Loan-to- Percentages,

deposit ratio quarterly

Deposit ra-  Percentages,

tio quarterly

ECB Supervi-
sory Reporting
data

ECB Supervi-
sory Reporting
data

Defined as the total loans to the non-financial pri-
vate sector (i.e., non-financial corporations and
households) divided by the total deposits from the
non-financial private sector. The carrying amount
of loans is sourced from the FINREP template
F18, summing the amounts reported under the
different accounting rules (i.e., at fair value and
amortized cost). The carrying amount of deposits
is sourced from the FINREP template F8, which
sums the amounts reported under the different ac-
counting rules.

Defined as the total deposits from the non-
financial private sector (i.e., non-financial corpo-
rations and households) divided by total assets.
The carrying amount of deposits is sourced from
the FINREP template F8, summing the amounts
reported under the different accounting rules. To-
tal Assets are carrying amounts sourced from tem-
plate FO1 of FINREP.
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Figure 9: Analysis of bank lending responses to a target shock, comparing high and low
maturity gap banks - Full sample

IRF: Target Shock — Bank Lending of High Maturity Gap Banks IRF: Target Shock — Bank Lending of Low Maturity Gap Banks
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Figure 10: Analysis of bank lending responses to a QT shock, comparing high and low
maturity gap banks - Restricted sample
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Figure 11: Analysis of bank lending responses to a target shock, comparing high and low
maturity gap banks - Restricted sample

IRF: Target Shock — Bank Lending of High Maturity Gap Banks IRF: Target Shock — Bank Lending of Low Maturity Gap Banks
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